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A Unified Field Approach for 
Heat Conduction From Macro- to 
Micro-Scales 
A universal constitutive equation between the heat flux vector and the temperature 
gradient is proposed to cover the fundamental behaviors of diffusion (macroscopic in 
both space and time), wave (macroscopic in space but microscopic in time), phonon- 
electron interactions (microscopic in both space and time), and pure phonon scatter- 
ing. The model is generalized from the dual-phase-lag concept accounting for the lag- 
ging behavior in the high-rate response. While the phase lag of the heat flux captures 
the small-scale response in time, the phase lag of the temperature gradient captures 
the small-scale response in space. The universal form of the energy equation facilitates 
identifications of the physical parameters governing the transition from one mechanism 
(such as diffusion or wave) to another (the phonon-electron interaction). 

Introduction 
High-rate heating is a rapidly emerging area in heat transfer. 

Associated with shortening of the response time, the nonequilib- 
rium thermodynamic transition and the microscopic effects in the 
energy exchange are two important issues to be faced. An equi- 
librium state in thermodynamic transitions, first of all, needs time 
to be established. Should the response time be comparable or 
even shorter than that required to establish an equilibrium state, 
physical mechanisms reflecting the nonequilibrium thermody- 
namic transition must be addressed in the high-rate model. The 
relaxation time proposed by Chester (1963) provides a typical 
example. The relaxation concept based on the critical frequency 
of molecular collisions places the thermal wave behavior origi- 
nally hypothesized by Morse and Feshbach (1953), Cattaneo 
(1958), and Vernotte (1958, 1961) on a firm physical founda- 
tion. The phase-lag concept proposed by Tzou (1992a, 1993), 
in essence, is the same effort addressing the nonequilibrium ther- 
modynamic transition from a macroscopic point of view. The 
average concept employed in the macroscopic approach may lose 
its physical support associated with shortening of the response 
time. The two-step model (Anisimov et al., 1974; Brorson et al., 
1987, 1990; Fujimoto et al., 1984; Elsayed-Ali et al., 1987; E1- 
sayed-Ali, 1991; Qiu and Tien, 1992) is an example where the 
phonon-electron interaction dominates the short-time heat trans- 
fer before diffusion, a macroscopically averaged behavior, oc- 
curs. This is especially true for short-pulse laser heating on metal 
films, because the response time is on the order of picoseconds 
which is comparable with the phonon-electron thermal relaxation 
time, the microscopic effect of phonon-electron interaction must 
be incorporated for a successful prediction of the surface reflec- 
tivity. Including the equation of phonon radiative transfer 
(EPRT) governing the microscale heat transfer in dielectric thin 
films (Majumdar, 1993 ), the microscale factors in high-rate heat- 
ing have been outlined in a special session of Fundamental Issues 
in Small-Scale Heat Transfer at the 1992 ASME Winter Annual 
Meeting (Bayazitoglu and Peterson, 1992). The microscale ef- 
fects in high-rate heating processes, obviously, have attracted a 
lot of attention in the heat transfer society. 

When switching from a macroscopic to a microscopic ap- 
proach, however, a difficulty encountered by practical engineers 
may be the lack of sufficient knowledge in statistical thermody- 
namics and mechanics that are required for the microscopic anal- 
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yses. This seriously limits the rigorous development of the mi- 
croscale model because the micromechanics itself may take 
months to years to become fully acquainted with. An effort in- 
terfacing the macroscopic and the microscopic approaches is ev- 
idently needed for promoting the rapid growth of this emerging 
area. 

Bearing in mind that the macroscopic concepts are already 
familiar to practicing engineers, this work takes the following 
challenge: Is it possible to provide a macroscopic description that 
can also capture the microscopic effect of phonon-electron in- 
teractions? More aggressively, is it possible to establish a uni- 
versal model that can describe all the fundamental behaviors in 
diffusion, thermal wave, phonon-electron interactions and pure 
phonon scattering (Guyer and Krumhansl, 1966) associated with 
shortening of the response time? What are the physical parame- 
ters governing the transition of these physical mechanisms when 
space and time scales shift in physical observations? By viewing 
the microscopic effects as retarding sources to the heat transfer 
process on a macroscopic level. I shall generalize the single- 
phase-lag concept employed in the thermal wave theory (Tzou, 
1992a, 1993) to provide possible answers to these questions. 

The Generalized Lagging Response 

I propose to lump the microstructural effects into the delayed 
response in time in the macroscopic formulation. Exemplified by 
the microscopic two-step model in laser heating, the temperature 
of the metal lattice may remain undisturbed while the energy 
exchange between phonons and free electrons is taking place. 
Relative to the time at which the electron gas starts to receive the 
photon energy from the laser source, therefore, increase of the 
lattice temperature is delayed due to the phonon-electron inter- 
actions on the microscopic level. A macroscopic lagging (or de- 
layed) response between the temperature gradient and the heat 
flux vector seems to be a possible outcome due to such progres- 
sive interactions. Introducing two phase lags to both the heat flux 
vector (~) and the temperature gradient (VT),  I propose the 
following constitutive equation to describe the lagging behavior: 

~(t z, t + rq) = -K~ZT(t  z, t + Tr) (1) 

The equation shows that the temperature gradient established 
across a material volume located at a position F at time t + 7-T 
results in a heat flux to flow at a different instant of time t + Tq. 
The phase lags 7-q and ~-r are both positive and assumed to be 
intrinsic properties of the medium. In order to combine with the 
energy equation where all the physical quantities occur at the 
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same instant of time, I further make a Taylor series expansion to 
Eq. ( 1 ) with respect to t. This gives 

04 
4(f, t) + ~-q ~-t (r, t) 

( o } 
~ - K  vr(i,t)+rro~[Vr(Lt)] (2) 

where both phase lags Tq and TT are assumed small, implying 
that the nonlinear terms in T are negligible. Equation (2) is now 
combined with the energy equation i : 

OT 
-V'q(/, t) = C p - ~ ( : ,  t). (3) 

Eliminating the heat flux vector, 2 I obtain: 

+ 7"T~ (V2T) VZT 

_ 1 0 T  Tq 02T 
a Ot + a Ot 2 (Trepresentation). (4) 

Eliminating the temperature, on the other hand, results in the 
following equation: 

0 
v ( v . 4 )  + ~-~ot [v(v .4) ]  

_ 1 04 "rq 024 
a Ot + c~ Ot z (4 representation). (5) 

For the case of ~-r = 0, Eqs. (4) and (5) reduce to the thermal 
wave equations in heat conduction (Cattaneo, 1958; Vernotte, 
1958, 1961; Baumeister and Hamill, 1969). The coefficient Tq/ 
a in front of the wave terms in both equations is defined as 1 / 
C 2, with C being the thermal wave speed (Chester, 1963). The 
thermal wave behavior is thus captured by the phase lag of the 
heat flux vector (Tq). For % = ~-r = 0, Eq. (1) reduces to the 
Fourier law in heat conduction and Eq. (4) reduces to the clas- 
sical diffusion equation. In the presence of both phase lags, ob- 
viously, Eq. (4) (and hence the generalized constitutive Eq. ( t )) 
describes a more general behavior than wave and diffusion. The 
tj representation (Eq. (5)),  due to the complicated relation be- 

Though not required in the framework of the extended irreversible thermody- 
namics (Jou et al., 1988; Tzou, 1993), Coleman and his colleagues (1982, 1986) 
showed that the internal energy must contain a term proportional to heat flux squared 
for a pure wave behavior to exist in heat conduction. Equation (3) does not incor- 
porate this feature due to mixed behavior of waves (represented by T~) and the 
microstructural effect (TT). As shown by Bai and Lavine (1992), however, incor- 
porating the flux-dependent internal energy into the energy equation does not change 
the temperature solutions much should the physical domain be sufficiently large to 
hold the continuum hypothesis. 

2 All the thermal properties are assumed constant for simpler correlations to the 
two-step model. Combination of Eqs. (2) and (3) is performed with reference to the 
observation time t at which the energy Eq. (3) is written. Diffbrent physical behavior 
of heat propagation results (refer to the appendix), if the reference time is shifted. 

tween the heat flux vector and the temperature gradient shown 
by Eq. (2), is more convenient to use for problems involving 
heat-flux specified boundary conditions. At the initial stage of 
exploring the fundamental characteristics of temperature de- 
picted by Eq. (4), however, I shall focus attention on the T rep- 
resentation in this work. 

The P h o n o n - E l e c t r o n  Interact ions 

Equation (4) contains a mixed derivative term, second order 
in space and first order in time, which may result from the effect 
of phonon-electron interactions in the two-step model. I dem- 
onstrate this important correspondence by examining the micro- 
scopic two-step energy equations (Anisimov et al., 1974; Qiu 
and Tien, 1992): 

OT~ 
C~--~-- = V'(KVTe) - G(Te - T~) 

Ut 

(heating of electron gas) (6) 

OTi 
C,-=-= G(r, - T,) 

Ot 
(phonon-electron interactions). (7) 

For metals, externally supplied photons first increase the tem- 
perature of the electron gas as represented by Eq. (6). Through 
the phonon-electron interactions, the second step, the hot elec- 
tron gas then heats up the metal lattice as represented by Eq. (7). 
The energy exchange between phonons and electrons is charac- 
terized by the coupling factor G: 

7r 4 ( nevsk ) 2 
G - (8) 

K 

The coupling factor depends on the number density of free elec- 
trons per unit volume (ne), the Boltzmann constant (k), and the 
speed of sound v~: 

k 
v, = 2 ~  (67r2na)-1/3TD' (9) 

The phonon-electron coupling factor, through the speed of 
sound, further depends on the Planck constant (h), the atomic 
number density per unit volume (n~), and the Debye temperature 
(To). The s-band approximation employed by Qiu and Tien 
(1992) provides an accurate estimate for the number density of 
free electrons in pure metals. 

Equations (6) and (7) can be combined by eliminating the 
electron-gas temperature (T~): 

a~ 0 1 0 T i  1 02TI 
~72T' + C--~ ~ (VZTt) - + 

a~ Ot C~ Ot z 

(metal lattice). (10) 

N o m e n c l a t u r e  

C = volumetric heat capacity, J/m 3 K 
CE = equivalent thermal wave speed, 

m/s 
G = electron-phonon coupling factor, 

W / m  3 K 

h = Planck constant, Js 
k = Boltzmann constant, J/K 
K = thermal conductivity, W/m K 
l = length of the one-dimensional 

solid,/zm 
n = volumetric number density, 1/m 3 

N = number of terms in truncation 
p = Laplace transform parameter 
t = time, s 

T = absolute temperature, K 
v,. = speed of sound, m/s 
x = space variable, ~m 
a = thermal diffusivity, m2/s 
/3 = dimensionless time 
6 = dimensionless distance 
0 = dimensionless temperature 

~- = phase lag or relaxation time, s 
w = frequency in the Fourier transform 

domain 

Subscripts and Superscripts 

a = atom 
e = electron 
E = equivalent properties 
1 = lattice 

q = heat flux vector 
T = temperature gradient 
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Eliminating the lattice temperature (Ti), on the other hand, yields 

o~ 0 1 0 T ~  1 0 2 T e  

V2Te + ~ e ~  (VZT') = + C 2 Ot 2 cte Ot e 

(electron gas). (11) 

Although diffusion is assumed for heat transfer through the elec- 
tron gas, a wave term (the second-order derivative with respect 
to time) is still present in both equations. The equivalent thermal 
diffusivity and thermal wave speed are defined as 

ae - Ce +------~ and Ce = (12) 

in these equations. In the case that the number density of free 
electrons (ne) approaches infinity ( refer to Eq. ( 8 ) ), the coupling 
factor G approaches infinity, and the equivalent thermal wave 
speed in Eq. (12) approaches infinity. Since the number density 
of free electrons is a fraction of the valence electrons (Qiu and 
Tien, 1992) which is finite, the wave behavior (small-scale re- 
sponse in time) must be present in company with the phonon- 
electron interactions (microscale response in space). 

Equation (10) or (11) accounting for the microscopic pho- 
non-electron interactions has exactly the same form as Eq. (4) 
employing the macroscopic dual-phase-lag concept. 3 Comparing 
the coefficients in Eqs. (4) and (10), I have 

O~ e O~ E 
Ol'~OlE,  T T - ~ E ,  T q = c - -  ~ • ( 1 3 )  

In terms of the microscopic properties, alternately, 

Ol - Ce .~------Ci, TT-~  ~ ,  'Tq = ~ "~ . ( 1 4 )  

The effect of phonon-electron interactions (microscopic) van- 
ishes when the coupling factor (G) approaches infinity, implying 
that both phase lags rq and T T (macroscopic3" approach zero. 
Equation (4) reduces to the classical diffusion equation in this 
case and the assumption of instantaneous thermodynamic equi- 
librium is retrieved. Should the values of a, rq, and Tr be related 
to the microscopic properties shown by Eq. (14), on the other 
hand, the macroscopic approach reduces to the microscopic two- 
step model. While the phase lag of the heat flux vector (Tq) 
captures the thermal wave behavior, a small-scale response in 
time, the phase lag of the temperature gradient ( r r )  captures the 
effect of phonon-electron interactions, a microscale response in 
space. The dual-phase-lag concept is thus capable of capturing 
the small-scale response in both space and time. For further em- 
phasizing such a macroscopic to microscopic correspondence, I 
calculate the values of a,  Tq, 7"r ,  and CE for copper (Cu),  silver 
(Ag) ,  gold (Au),  and lead (Pb) based on the G values obtained 
experimentally by Elsayed-Ali et al. (1987), Brorson et al. 
(1990), and Groeneveld et al. (1990). The results are shown in 
Table 1. 

In passing, it should be noted that the correlation between the 
dual-phase-lag model (Eq. (4))  and the two-step model (Eq. 
(10)) is made within the merit of the two-step model represented 
by Eqs. (6)  and (7). Should the ballistic electron component in 
the short-time heat transport be included (Qiu and Tien, 1993), 
for example, Eqs. (6) and (7) have different forms and Eq. (10) 
for the lattice temperature becomes much more involved. The 
correspondence shown in Table 1 no longer holds in this case. 
Another example is negligence of the temperature gradient in the 
metal lattice shown by Eq. (7).  Should heat transport in a thick 

3 The correlation to the two-step model is confined to the case of constant thermal 
properties in this work. For the electron gas with temperature-dependent heat ca- 
pacity, the correlation can be obtained in the same manner. The effective heat ca- 
pacity in the dual-phase-lag model, however, is governed by a first-order ordinary 
differential equation in time due to such complexity. 

Table 1 Equivalent thermal d l f f u s l v i t y  (otD, phase lags (¢q and TT), and 
thermal wave speed (Ce); Ce = 2 .1  × 1 0  4 J / m  3 K at room temperature; 
ps -= picosecond, n s  -= nanosecond 

i K Ct G cte x r ~q CE 12 / ar  Zr zq 

WImK JImJK WImJK m21s ps ps nVs ns 

XI05 X1016 XIO~ X]O ~ XIOJ }rio "s 

Cu 386 3.4 4.8 1 .1283  70.833 0 .4348  1.6109 8.8629 7.992 4.906 

A~ 419 2.5 2.8 1.6620 89.286 0.7438 1.4949 6.0168 14.839 12.361 

Au 315 2.5 2.8 1 .2495  89.286 0.7438 1.2961 8.0032 11.156 9.293 1 

Pb 35 I 1.5 12.4 0 .2301 12.097 0.1670 1.1738 43.459 0.278 0.384 

medium be intended, Eq. (7) may include a second-order deriv- 
ative in space. The resulting equation governing the lattice tem- 
perature shall include both the second and the fourth order spatial 
derivatives, blemishing the correspondence established in 
Table 1. 

The Pure Phonon Field in Dielectric Crystals 
Guyer and Krumhansl (1966) employed the normal-process 

collision operator to solve the linearized Boltzmann equation for 
the pure phonon field in dielectric crystals. By neglecting the 
electronic conduction and the other interactions in which mo- 
mentum is lost from the phonon system, they proposed a rather 
complicated constitutive relation between the heat flux vector and 
the temperature gradient, 

04 c~C, 1 rNc ~ 
0--~- + --~-- VT + - -  4 = --~-- [V20 + 2V(V.4) ]  (15) 

TR 

where c is the average speed of the phonons, TR stands for the 
relaxation time for the umklapp processes in which momentum 
is lost from the phonon system (the momentum-nonconserving 
processes), and To the relaxation time for normal processes in 
which momentum is conserved in the phonon system. All the 
quantities in Eq. (15) are at the same instant of time and Eq. 
(15) is ready to combine with the energy Eq. (3).  Eliminating 
the heat flux vector, I have 

9TN 0 3 OT 3 0 Z T  
V2T+ -~ -  ~t (V2T) - - -  + (16) 

TRC 2 0t c 2 0 t  2 " 

It comes to my attention that Eq. (16) was already derived by 
Joseph and Preziosi (1989), though in a slightly different form. 
But two typos, missing C~ (3' in terms of their symbols) in their 
Eq. (4.2a) and an extra Cp (y )  in the denominator of the coef- 
ficient V20 in their Eq. (4.3), seem to exist. These typos, of 
course, do not affect their elegant treatment on the subject matter 
at all. Again, Eq. (16) has an identical form to Eq. (4) in the 
generalized model. Comparing the corresponding coefficients, I 
have 

T R e 2  9rN 
c~= 3 ' r r = - 5  - '  r q = r R .  (17) 

While the phase lag of the heat flux vector (rq in the universal 
model) is exactly the same as the relaxation time for the mo- 
mentum-nonconserving processes (rR in the pure phonon field), 
the phase lag of the temperature gradient ( r r )  displays a simple 
stretch of the relaxation time (ru) for the normal processes con- 
serving the momentum in the phonon system. Such simple cor- 
relations result from the fact that both models describe the mac- 
roscopic response between the heat flux vector and the temper- 
ature gradient. The thermal diffusivity, on the other hand, 
provides a more complicated relationship. The major complexity 
lies in that the pure phonon scattering field represented by Eq. 
(15) does not reduce to the Fourier's law under steady state while 
the proposed universal model does. 

10 / Vol. 117, FEBRUARY 1995 Transactions of the ASME 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A One-Dimens iona l  Example  
Equation (4) is the universal energy equation describing the 

general behaviors of diffusion (rq = r r  = 0), thermal wave prop- 
agation ( r r  = 0), phonon-electron interactions and pure phonon 
scatterings (rq ~ 0 and r r  ~ 0). When the space and time scales 
shift in physical observations, Eq. (4) captures the physical 
mechanisms governing the thermal responses in different scales 
and there is no need to switch from one model to another asso- 
ciated with shortening of the response time. The experience de- 
pendency involved in the model switching is thus removed. 

I shall provide a one-dimensional example here to illustrate 
the universality of the model, Eq. (4). Benefiting from the single 
energy equation, I especially emphasize the transition of tem- 
perature patterns from one mechanism (such as diffusion or 
wave) to another (the phonon-electron interactions or pure pho- 
non scatterings). Two initial conditions are needed due to pres- 
ence of the wave term in Eq. (4). I consider an initial temperature 
To in the solid and impose an initial time-rate change of temper- 
ature, T0, for studying the rate effect later. Mathematically, these 
conditions can be expressed as 

0T 
T = T o ,  - T 0  at t = 0 .  (18) 

0t 

For application to the problems of short-pulse laser heating on 
metal films, the solid is assumed to have a finite dimension 1. 
The left end at x = 0 is suddenly raised to a temperature Tw while 
the right end at x = I remains at a zero temperature gradient: 

0T 
T = T w  at x = 0 ,  ~ x = 0  at x = l .  (19) 

The zero-gradient boundary condition is taken from Qiu and Tien 
(1992), which implies that q + r r ( a q / a t )  = 0 in the present 
model, referring to Eq. (2). It does not necessarily imply an 
insulated boundary condition (q = 0). 

I further introduce the following dimensionless variables: 

T - T 0  6=-~, / 3 -  t 
o = rw - r------~' _ (l~/o~) 

(20) 

for a systematic study. The reference time, 12/a, is defined as the 
diffusion time because it deals with the macroscopic diffusivity. 
The energy Eq. (4), the initial conditions ( 18 ), and the boundary 
conditions (19) thus become 

020 030 00 020 
06"'- ~ + Zr 0620 fl 0t0 "~ Zq Off 2 

r r  rq (21) with Z r -  (12/a) and zq = ( i2 /a)  

O0 
0 = 0  and ~ = 0 o  at f i = O  (22) 

O0 
0 =  1 at 6 = 0  and ~ - ~ = 0  at 6 =  1 (23) 

where 0o = "i"o(lZ/a)/(Tw - To), the dimensionless initial tem- 
perature rate. The parameters zr and Zq in Eq. (21) weigh the 
relative importance of the lagging times (in both the temperature 
gradient and the heat flux vector) to the diffusion time. They are 
the physical parameters governing the transition of the physical 
mechanisms. The universal approach proposed here can thus be 
viewed as a one-step, two-parameter model. 

The Laplace transform solution satisfying Eqs. ( 2 1 ) -  (23) is 
easily obtained: 

1 ( cosh [(1 - 6)BI 
O(6;p)=~ A + ( l - A )  cosh[B] J 

]p(1 + Zqp) 
ZqO0 B =~4 1 + zrp " (24) with A 1 + z q p '  

= 0 . 0 5 ,  Zq = 0 . 0 5  
1.0 , , , , ,  . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , . . . . .  . ,  . . . .  , . . . .  

0.9 ~ .  ZT 

0s w a v o  : :  8:? 
~. , "-/ - 0.06 

0.7 ', \, . 
X ' ~ , ' N g  ""  - - -  0.05 (diffusion) 

\ ~  , "-. - -  0.04 
0.6 "~:.i ""- .... -- o.ooi 
0.5 ~\',i~,',, - -. _ _ --- 0 (wave) 

0.4 ~iN~"', diffusion .............. 

0.3 [ , "". 

0.2 I'~ \ - ~ - -  "-. 

o.t ~ 2 _ _ - ; - ,  ....... 

0.0 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 .0.7 0.8 0.9 1.0 

8 

Fig. 1 Evolution of the universal model into diffusion, classical thermal 
wave, and phonon-electron interaction models--the effect of the phase 
lag of the temperature gradient: ,/~ = 0.05 and zq = 0.05 

The branch points resulting from the mixed-derivative term in 
Eq. (21 ) prevent me from obtaining an analytical inversion. The 
Bromwich contour of integrations results in an improper integral 
and a numerical evaluation is still unavoidable. Therefore, I in- 
voke the numerical algorithm developed previously (Tzou et al., 
1994) for the purpose of inversion. Since all the details, including 
the conditions for the fast convergence of the algorithm, were 
discussed previously, I only summarize the result here: 

0(6, f l ) = - ~ -  - - + R e  ~ ( -1 ) "0  6, 3,+ (25) 
n=l 

Equation (25) is actually the Riemann sum approximation of the 
Fourier integral transformed from the Laplace inversion integral. 
The quantity 3  ̀is the real value in the Bromwich cut from 3' - 
i~ to 3̀  + i~. For a faster convergence, the value of 7 satisfies 
the relation 

7fl TM 4.7 (26) 

with/3 being the dimensionless physical time. At/3 = 0.05, for 
example, a value of 94 should be selected for 3̀  in Eq. (26). This 
is an important characteristic in the present algorithm for a faster 
convergence. 

(a) Transition Mechanisms. I shall assume a zero initial 
temperature rate for the time being to study the transition mech- 
anisms associated with the lagging response in terms of Tr and 
rq. The emphasis, however, is placed on the effect of rT since 
the effect of % has been well understood in the development of 
the classical thermal wave theory (Chester, 1963; Tzou, 1992a 
for example). Inserting Eq. (24) with 0o = 0 into Eq. (25), the 
temperature distributions in the physical space are obtained by 
the finite sum of the series. Figure 1 shows the result with the 
Cauchy error norm being controlled below 10-J0 for all cases. A 
small value of time, fl = 0.05, is selected for avoiding the effect 
of wave reflection 4 from the boundary at 6 = 1. The value of Zq 
is fixed at 0.05 while the value of zr increases from zero to 0.5. 
The curve with ZT = 0 corresponds to the thermal wave solution: 

4 The abrupt increase of temperature due to arrival of thermal wavefront results 
from mathematical idealizations. As discussed by Tzou et al. (1994), the physical 
scale for this phenomenon to occur is on an atomic level where the continuum 
hypothesis no longer holds. Also, Bai and Lavine (1993) showed that the sharp 
wavefront (and hence the temperature overshooting due to wave reflection) dimin- 
ishes should a more realistic boundary condition be applied. Regardless of these 
deficiencies, however, the temperature overshooting due to wave reflections is kept 
in this study because it is consistent with the mathematical model. 
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Fig. 2 Temperature distributions in thin films of Ag, Au, Cu, and Pb ac- 
cording to the values of zq and Zr shown in Table 1; z = 6.736 x 10 -s for 
the classical wave solution; fl = 0.0001 

refer to Eq. (21).  A sharp wavefront exists at 6 =/51x[-Zq(X = Ct)  
which is approximately 0.2236 according to the chosen param- 
eters. As the value of  zr deviates slightly from zero to 0.001, 
implying the gradual activation of  the microscale effect, the sharp 
wavefront is destroyed and the heat-affected zone extends deeper 
into the medium to 6 ~ 0.31. The abrupt drop of  temperature in 
0.15 -< 6 ~ 0.31 levels off  when r r  further increases to 0.04. 

When Zr approaches zq, i.e., r r  = rq and zr = Zq = 0.05, I note 
that the distribution approaches the result of diffusion. This be- 
comes evident by arranging Eq. (4) in the following form: 

z ~ O7]  = 0 (27) 

with r =- % = rr .  The diffusion equation, 

1 0 T  
V2T - 0, (28) 

a Ot 

is indeed a particular solution of Eq. (27).  A more general con- 
dition for the reduction of  the universal model to diffusion, there- 
fore, is 'rq = 'rr  (not necessarily equal to zero),  which implies a 
trivial shift of the observation time from 0 to r in Eq. ( 1 ). No 
phase lag exists between the heat flux vector and the temperature 
gradient in this case. 

The temperature level exceeds those of diffusion and wave as 
the value of  zr exceeds that of  Zq. The amount increases with the 
value of  zr and the heat-affected zone significantly stretches into 
the solid. In fact, a larger heat-affected zone is the main reason 
for the success of  the two-step model (in predicting the surface 
reflectivity of  metal films, Qiu and Tien, 1992), which has been 
nicely absorbed in the phase lag of the temperature gradient in  
the present model. Once the wave behavior diminishes, as a gen- 
eral trend in Fig. 1 for zr ~ 0.04, the temperature level increases 
with the value o f z r .  Recognizing that the diffusion term, 00/015, 
in Eq. (21) provides damping to the heat flow, this behavior 
becomes evident because the mixed-derivative term, 030/015062, 
appears on the different side of  the equation, which provides a 
"nega t ive"  damping, a counterbalanced effect to diffusion, to 
heat propagation. 

Within the context of  the dual-phase-lag concept, I intend to 
show the temperature distributions for the existing materials 
whose phase lags are known. Figure 2 displays the results for 
Ag, Au, Cu, and Pb based on their values'of Zq and Zr calculated 
in Table 1. I also provide the results of diffusion (zr = Zq) and 
wave (zr = 0 and Zq = 6.736 × 10 -5, the averaged value of the 
four materials) for comparisons. Even for the short-time response 

at/3 = 0.0001, the classical wave theory significantly underes- 
timates the temperature levels and the heat-affected zones for Ag, 
Au, and Cu because it does not incorporate the microscale effect 
in space. The Pb curve seems to be closer to the wave solution 
near the suddenly heated boundary (0 -< 6 -< 0.005 ). This is due 
to the larger value of  G (and hence a weaker effect of microstruc- 
tures) for lead as given in Table 1. The classical diffusion theory 
deviates the most from these models because it does not incor- 
porate any small-scale effect. For/3 = 0.0001 shown in Fig. 2, I 
note that the corresponding response time (t) is on the order of  
microseconds. This is a result inheriting from the boundary con- 
dition, Eq. (23),  indicating that the boundary temperature is 
raised to Tw in no time, i.e., right at/3 = 0 +. A more appropriate 
formulation for describing the time history of the Jattice temper- 
ature should involve heat flux rather than temperature in Eq. 
(23).  The response time thus obtained will be longer due to the 
delayed response between the exterior heat flux and the interior 
temperature gradient. 

Large deviations (from the classical wave theory) shown in 
Fig. 2 indicate that the small-scale response in space and time 
cannot be separated and must be accommodated as an entirety. 
Although the wave theory aims to capture the small-scale re- 
sponse in time (in terms of  rq),  it does not seem to be complete 
until the microscale response in space (in terms of r r )  is imple- 
mented. I further emphasize that the effects of  rq and r r  enters 
simultaneously associated with shortening of the response time. 
According to Eq. (14),  it does not seem possible that one can 
assume a nonzero value for 'Tq yet idealize a zero value for r r  
under any physically admissible values of  G, Ce, and Ct. 

( b )  T h e  E f f e c t  o f  ~'r i n  t h e  S h o r t - T i m e  R e s p o n s e .  F i g u r e  3 
shows the evolution of  the local temperature at the middle point, 
6 = 0.5, in the time history. Again, the solutions for wave (zr = 
0 and Zq = 0.05) and diffusion (zr = Zq = 0.05) are provided for 
comparison. Due to the finite speed of  heat propagation in the 
wave theory, the temperature at the middle point starts to increase 
when ,6 = 6~zq ~- 0.112. The first reflection of  thermal waves 
causes a temperature jump at /3  = 0.335 (the first reflection) 
while the second reflection at/3 = 0.559 does not have a notice- 
able effect. This is due to the strong damping from the diffusion 
behavior (Tzou, 1992b, c) .  When the value of r r  increases to 
0.001, although the sharp wavefront is destroyed, the first "re-  
flection" still causes a local fluctuation at ,6 = 0.335. All the 
wave features disappear as the value of Zr becomes large. At zr 
= 0.5, for example, an immediate  increase of temperature starts 
from/3 = 0 and nothing happens at the instants of  arrival of  the 
"reflected waves."  Both the generalized model and the wave 
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Fig. 3 Effect of the phase lag of the temperature gradient (~-~ on the 
long-time behavior of the temperature at the middle point of the solid (6 
= 0.5) 
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theory approach diffusion when the response time is sufficiently 
long. For Zq = 0.05 and zr = 0 (the thermal wave theory), this 
occurs when/3 ~ 4. For zr = 0.5, on the other hand, this occurs 
when/3 -> 150. The phase lag of the temperature gradient (Tr) 
thus produces two major effects: It significantly exaggerates the 
temperature level in the short-time transient and it lengthens the 
merging time to diffusion. 

(c) The Rate Effect. The initial temperature rate may result 
from the initial heating provided to the solid. It competes with 
the combined effect of damping (from diffusion and the phase 
lag of the temperature gradient) and produces additional effects 
in the short-time response. The coefficient A in Eq. (24) is non- 
zero for ~o ~ 0. By using the full form of Eq. (24) in the nu- 
merical Laplace inversion, I obtain the rate responses for ~0 = 5, 
25, and 50. For the same values of fl (0.05) and zq (0.05) used 
previously., the results are displayed in Fig. 4. Under a moderate 
rate, say #o = 5 shown by the curves of zr = 0.05 and 0.5 in Fig. 
4(b),  the temperature levels increase with zr. This is the same 
behavior as that in the absence of the initial temperature-rate 
shown in Fig. 4(a) .  When the initial rate increases to 25, Fig. 
4(c),  the temperature distribution with zr = 0.5 remains at the 
reference level (O = 1 ) while the temperatures in the neighbor- 
hood of the wall at 6 = 0 start to decrease when the value of zr 
increases. The rate effect in this case dominates over the com- 
bined effect of damping and reverses the qualitative trend in Fig. 
1 where no initial rate is present. Also, the field temperature may 
exceed the wall temperature (O = 1 ) when the initial temperature 
rate is sufficiently high. This behavior becomes more pronounced 
when the value of 00 further increases to 50 as shown in Fig. 
4(d).  No matter how high the initial heating rate is, the micro- 
structural effect (currently interpretated as the phase lag in the 
temperature gradient 7-r) destroys the wave structure in heat 
propagation. A slight deviation of ~-r from zero, as shown in Fig. 
4, destroys the shap wavefront and reduces the peak values of 
temperature. 

In the presence of an initial temperature rate, also, I note that 
the result of diffusion is no longer retrieved by the special case 
with zr = Zq. In fact, the classical diffusion model is not com- 

patible with the initial condition describing a temperature rate 
due to absence of a wave term in the energy equation. 

Microscale Effect in Superfluid Liquid Helium 
Bearing in mind that the phase lag of the temperature gradient 

smoothes out the sharp wavefront, I revisit the experimental re- 
sult obtained by Bertman and Sandiford (1970). They emanated 
an electrical pulse from a generator, providing a pulse of heat to 
the superfluid liquid helium sample at about I K. The electrical 
pulse simultaneously triggers the oscilloscope, and the tempera- 
ture at the fixed measuring point in the sample was recorded by 
a resistance thermometer. The oscilloscope trace recorded in their 
experiment is shown in Fig. 5. The temperature at the fixed mea- 
suring point rises and falls sharply at a certain time after the heat 
pulse is applied to the end of the sample. The authors attributed 
this rapid change in temperature to heat flow by wave propaga- 
tion. No scale in the temperature and the time axes was given 
and the experimental result is qualitative. 

In employing the dual-phase-lag concept to explain this phe- 
nomenon, I attribute the lagging response of the temperature gra- 
dient to the inert behavior of molecules under such a low tem- 
perature (about 1 K). For a closer simulation to the laboratory 
conditions, ! replace the zero-gradient boundary condition in Eq. 
(19) by T = 0, the undisturbed initial temperature, at x = l and 
impose a thermal pulse described by T = T~dlt(t) with dlt( .)  
denoting the Dirac delta function, at x = 0. The dimensionless 
form of the boundary conditions thus becomes 

O = d l t ( B )  a t t S = O  and / 9 = 0 a t t S =  1 (29) 

where 0 = T/Tw while/~ and 6 defined in Eq. (20) remain the 
same. The initial conditions, including the zero initial tempera- 
ture rate (/70 = 0), are given by Eq. (22). The transformed tem- 
perature corresponding to Eq. (24) is 

~(~;p) = sinh [(1 - 6)B] (30) 
sinh [B] 

in the present case. Substituting Eq. (30) into Eq. (25) with the 
values of/~ and "y satisfying Eq. (26), I obtain the temperature 

1.2 
(a) [~ = 0.05,  Zq = 0 . 0 5 ,  eo = 0 

t .0 ZT 
- -  0 (wave) 

0 .6  0 .8  ~ 0.001 

0.4 

o* -  
0'-0.0 0.1 0.2 0.3 0.4 0.5 0.6 0,7 0.8 0.9 1.0 

8 

i 

0.0 03 0.2 0.3 0.4 0.5 

8 

( b )  p = 0.05, zq = o.o5, 50 = 5 

ZT 
- -  o (wave) 

0.00I 

- - -  0.05 
- -  0 . 5  

0.6 03 0.8 0.9 1.0 

1,6 

1.4 

1.2 

1.0 

0.8 

0.6 

0.4 
0.0 

(c)  p = 0.05,  zq = 0.05, 50 = 25 
. . . .  , . . . .  , . . . .  , . . . .  , , . .  , . . . .  , . . . .  , . . . .  , . . . .  , . . . .  

ZT 
0 (wt~)  

- 0.001 
- - -  0.05 

- -  0.5 

. . . .  ~- -L  . . . . . . . . . . . . . . .  

. . . . . . . . . . . . .  ' . . . .  ' . . . . . . . . . . . . .  , , , i  . . . .  i . . . .  
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

6 

(d) p = 0.05, zq = 0.05, 5o = 50  

t / - I  - -  oc . , . )  
1 8 - 0,00l 

1.2 ~ 

1.0 
0,0 0.1 0.2 0.3 0.4 0 ~  0,6 0.7 0.8 0.9 1,0 

8 

Fig. 4 Effect of the initial temperature rate (#o) on  the temperature distributions: (a) #o = O, (b) #o = 5, (c) #o 
= 25, a n d  (d) #o = 50 
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Fig. 5 The rapid but finite response of temperature upon arrival of the wavefront--the effect of the phase 
lag of the temperature gradient. The scanned picture is from the results obtained by Bertman and Sandiford 
(1970). 

distribution in the physical space. For Zq = 1, I plot the time 
history of the temperature developed at the middle point of the 
solid (5 = 0.5) in the same Fig. 5. In order to avoid the unde- 
sirable wave reflections from the opposite wall at 6 = 1, I restrict 

the time domain within 0 -< ~ -< ~Zq = 1. 5 The classical wave 
solution is denoted by the dashed line at # = 0.5. It represents a 
sudden increase of temperature to infinity, inherited from the 
thermal pulse approximated by a delta function, upon arrival of 
the sharp wavefront. 

In the presence of the phase lag of the temperature gradient, 
the temperature at ~ = 0.5 becomes bounded as evidenced by 
the curves with zr being 0.001, 0.002 and 0.003 in Fig. 5. As the 
value of Zr increases, clearly, the peak value of temperature de- 
creases and the rise-time becomes earlier while the decay-time 
becomes later. These behaviors make the envelope of tempera- 
ture smoother, a special feature in the experimental result shown 
in Fig. 5. From a macroscopic point of view, the lagging response 
of the temperature gradient seems to explain this phenomenon 
well. 

No pulse like a delta function (Eq. (29)) could exist in reality. 
The temperature pulse shown in Fig. 5, consequently, may result 
from the finite pulse duration in Bertman and Sandifords' exper- 
iment. 6 Due to the absence of these data in their work, unfortu- 
nately, a quantitative assessment for such an effect is impossible. 
In comparison with the classical thermal wave theory, however, 
it is clear that the inert behavior of molecules at 1 K (expressed 
in terms of the phase lag Tr in the present model) results in a 
pulse shape with a smaller amplitude and a wider span in time. 

C o n c l u s i o n  

Based on the generalized concept of dual-phase-lag in both the 
heat flux vector (%) and the temperature gradient (~-r), a uni- 
versal model for heat conduction has been proposed in this work. 
The model reduces to diffusion, thermal wave, the phonon-elec- 
tron interaction, and the pure phonon scattering models under 
special values of Tq and 7r. I summarize the various correspon- 
dences in Table 2 for an overview. Evidently, the universal model 
covers a wide range of physical responses from microscopic to 
macroscopic scales in both space and time. When the response 
time becomes short and the microscale effect becomes important, 
therefore, there is no need to switch from one model to another 

A c c o r d i n g  to the c lass ica l  w a v e  theory,  the  wave f ron t  a r r ives  at 6 a t /~  = 6~zq. 
Fo r  6 = 1, the d imens ion l e s s  length  o f  the sol id,  ~zq, is the t ime  requ i red  for  the 
one -way  p ropaga t ion  wi thout  ref lect ion.  

S ince  the heat  pulse  is gene ra t ed  e lec t r i ca l ly  (on the o rde r  o f  3 0 0  K)  and the 
s amp le  is l iquid  he l ium (1 K)  in B e r t m a n  and  Sand i fo rds '  exper iment ,  t empera tu re  
r ise at the hea ted  boundary  is expec ted  to decay  very  rapidly  due to such a l a rge  
t empera ture  d i f fe rence .  T h e  sudden  t empera tu re  increase  desc r ibed  by the de l ta  func-  
t ion in Eq. (29) ,  consequent ly ,  m a y  be  a c lose  approx imat ion .  

that not only depends heavily on experience but may result in 
inconsistencies due to different physical basis in different mod- 
els. In view of the dual-phase-lag concept represented by Eqs. 
( 1 ) - ( 4 ) ,  an important value of the proposed model lies in its 
simplicity. The derivation is straightforward and the macroscopic 
approach is what practical engineers are already familiar with. 
Extending from the single-phase-lag concept in the classical ther- 
mal wave theory (Tzou, 1992a, 1993) to the dual-phase-lag con- 
cept proposed in this work, indeed, is intuitive and consistent. 
With regard to its broad equivalence to the representative models 
shown in Table 2, however, this simple extension is able to cap- 
ture several important effects in the microscopic response. The 
dual-phase-lag concept proposed hereby, therefore, makes the 
transition from a macroscopic analysis to a microscopic evalua- 
tion much smoother and more efficient. It facilitates an imme- 
diate involvement of practical engineers in the rapid growth of 
the high-rate, small-scale heat transfer. 

In addition to the theoretical contact with the existing models, 
correlation to the experimental result of a rapidly varying but 
continuous profile of temperature (Fig. 5 ) seems very promising 
for the future development of the model. The classical thermal 
wave theory, to the closest extent, describes a temperature ripple 
propagating with a finite width (Vick and Ozi~ik, 1983). The 
infinite response of temperature in time upon arrival of the sharp 
wavefront is an unresolved issue in its framework. The lagging 
response of the temperature gradient in the present model seems 
to explain such a rapid but finite response well. 

I further emphasize that the small-scale response in time may 
not be separable from the microscale response in space. Although 
the classical thermal wave theory addresses the short-time be- 
havior in heat conduction, it does not capture the finite response 
of temperature shown in Fig. 5. The rising time and the decay 
time at a fixed point in space, as reflected by the dashed line in 

Table 2 Correspondence of the universal model to diffusion, t h e r m a l  
wave, and phonon-electron interactions in terms of eq and e r  

Universal Model Diffusion" Classical Wave Phonon-E]ectron Pure Phonon Field 
Interactions 

I 1 1 -t 

eq 0 C z 

_~ 9 
"~r 0 0 G ~ "~v 

ct ot ct 
K ~ u  

C,+~ 3 

[*] Reduction to diffiision under "eq = z r .~ 0 is only valid for a zero inidal temperature-rate. 
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Fig. 5, are simply too fast according to the thermal wave model. 
All these evidences, including the large deviations from the wave 
solutions shown in Fig. 2, strongly suggest that the microscopic 
effect in space must be taken into account along with the small- 
scale response in time. Equation (14), the correlations of rq and 
r r  to the microscopic properties in the two-step model, supports 
this argument on a firm physical basis. 

Lastly, the microscale interactions between phonons and elec- 
trons and the inert behavior of molecules at low temperatures are 
two physical factors resulting in the macroscopic lagging re- 
sponse in the present model. The microvoids in porous media 
might display the same behavior. Especially for solids containing 
dense microvoids or microcracks, the air trapped inside these 
closures may effectively retard the heat flow in the presence of 
a temperature gradient (Tzou, 1991a, b). I am currently working 
with my colleagues to verify the dual phase lag concept in the 
laboratory. The dual phase lags for powder metallurgical mate- 
rials seem to be on the order of submilliseconds, while those for 
sand and concrete with weaker internal structures are on the order 
of several tens of seconds. Of course, their values depend 
strongly on the porosity of the solid medium. I shall report these 
experimental results in the near future. 
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A P P E N D I X  

Different Behavior  of  Heat  Propagat ion Associated With  
Shift in T ime  Scales 

Three characteristic times are involved in the proposed model: 
The physical time (t) at which conservation of energy is applied 
for describing heat conduction across the material volume, the 
delayed time (t  + r r )  at which the temperature gradient is es- 
tablished across the same material volume, and the delayed time 
(t  + rq) at which heat flows through. Since the model is con- 
cerned with the lagging response in time, shift of the time scales 
must be carefully performed to preserve the desired behavior in 
heat propagation. The gist is that the physical quantities involved 
in the constitutive equation and the energy equation must occur 
at the same instant of  time (for the purpose of combination) and 
refer to the same reference of time (for consistent description). 
Equation (4)  results from the combination of Eqs. (2)  and (3)  
with reference to the observation time t. Should one make a time 
shift from t to t + rr,  i.e., letting 

t* = t + rr,  (A.1) 

the constitutive Eq. ( 1 ) describing the lagging response becomes 

~(F, t *  + r )  = - K V T ( ~ ,  t * ) ,  with z = rq - r r ,  (A.2) 
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while the energy equation originally established at time t changes 
to 

OT(F, t* - "rr) (A.3) -X7.~(;, t *  - ~ )  = C r Or* 

which occurs at t* - ~-. In the time frame referring to t*, Eq. 
(A. 1 ) bears resemblance to the Cattaneo-Vernotte equation for 
the classical thermal wave. However, the energy equation (A.3) 
resulting from the time-shift from t to t* destroys the wave struc- 
ture. There are still three characteristic times, t*, t* + 7, and t* 

- r r  existing in Eqs. (A.2) and (A.3). Expanding them with 
reference to t* results 

O~(F, t*) _ -KXTT(Y, t*) (A.4) q(;,  t*) + T Ot ~ 

0 
- V ' q ( ; ,  t*) + Trot-- ~ [V'4(F, t*)] 

l O T ( i ,  t*) OZT(F, t * ) ]  
= Cr Ot* Tr - ~ z  j . (A.5) 

Unlike Eq. (4), unfortunately, the heat flux vector cannot be 
eliminated from Eqs. (A.4) and (A.5) in the time-frame t*, ira- 

plying the need to solve the two equations simultaneously for ~ 
and T. A proper manipulation on Eqs. (A.4) and (A.5), however, 
yields an informative result: 

10T(F , t* )  
V2T(F, t  *) - 

a Ot* 

TT 02T(?,t  *) 
Ot .2 

Tq 0 
Ot* [V 'q (F , t * ) ] .  (A.6) 

Even though Eq. (A.4) resembles the Cattaneo-Vernotte equa- 
tion for thermal waves, the wave behavior vanishes due to the 
negative sign in front of the wave term and the additional term 
involving the time derivative and the spatial gradient of the heat 
flux vector. Equation ( t ) describing the delayed response, there- 
fore, should not be confused with the single phase lag model (see 
Tzou, 1989a, b, 1990a, b, 1992a, for a parallel treatment) in the 
thermal wave theory. 

When dealing with differential equations with time delay, in 
summary, I recommend the use of physical time t at which con- 
servation of energy is applied to describe the process of heat 
transfer. Other quantities occurred at different instants of time 
are referred to the physical time t by making the Taylor series 
expansion provided that the delay time is small comparing to the 
physical time of observation. 
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Transient Temperature During 
Pulsed Excimer Laser Heating of 
Thin Polysilicon Films Obtained 
by Optical Reflectivity 
Measurement 
The transient reflectivity of  a continuous wave (CW) HeNe laser was measured during 
the pulsed excimer laser heating of  thin polysilicon films at the nanosecond time scale. 
Polysilicon films with thicknesses from O. 1 to 0.4 #m were deposited by Low-Pressure 
Chemical Vapor Deposition ( LPCVD ) on thermally oxidized crystalline silicon wafers. 
The complex refractive index of these films at the HeNe laser wavelength (ke,,he = 
0.6328 #m) was measured in the temperature range from 300 K to approximately 1400 
K by combined ellipsometric and normal incidence reflectivity measurements. Numer- 
ical heat transfer and optical reflectivity analysis based on the measured optical prop- 
erties of  polysilicon films were conducted. The calculated reflectivity histories were 
compared with the experimental results to reveal the transient temperature field. 

I Introduction 
Polycrystalline silicon (polysilicon) is used in the electronics 

industry as gate metal in metal-oxide-semiconductor (MOS) 
transistors (Kamins, 1988). Thin polysilicon films have shown 
good potential for fabrication of novel, high-speed devices, hav- 
ing three-dimensional architecture and increased circuit packing 
density (Tsaur, 1986). Advances in electronic film deposition 
and in selective etching techniques have enabled the emergence 
of a new class of micromechanical devices, sensors, and actuators 
(Howe, 1985). Pulsed laser irradiation is employed in semicon- 
ductor processing applications, including surface cleaning, an- 
nealing, and synthesis of compound films. As these applications 
become more demanding, a thorough understanding of the fun- 
damental heat transfer phenomena involved is critical. Despite 
their importance, few in-situ temperature measurements have 
been reported. It is noted that infrared thermometry is difficult to 
apply at short time scales, because of the relatively slow time 
response of infrared sensitive detectors, which are usually slower 
than 1 #s, and the limited strength of the electrical response of 
the faster detectors for measurements in the nanosecond time 
scale. Also, in the case of semitransparent films, the thermal 
emission is a volumetric effect, thus complicating the experi- 
mental signal interpretation and analysis. Optical techniques can 
provide noninvasive measurements of the transient temperature 
field. Park et al. (1993) reported an optical transmission tech- 
nique for in-situ probing excimer laser heating of 0.2-#m-thick 
amorphous silicon (a-Si) films on transparent fused quartz sub- 
strates. Time-resolved optical transmission and reflection mea- 
surements have been reported for the irradiation of crystalline 
silicon (c-Si), on sapphire structures in the nanosecond 
(Lowndes, 1982; Lowndes and Jellison, 1984) and picosecond 
(Lompre et al., 1983) time domains. 

The development of optical temperature measurement tech- 
niques has been limited by lack of data on the high-temperature 
material radiative properties. The structure of silicon films pre- 
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pared by chemical vapor deposition depends on the deposition 
conditions. It is well known that the thin film optical properties 
are strongly influenced by the presence of grain boundaries, dis- 
ordered regions, and inhomogeneities on the microstructural 
scale of 10-10,000 A (Aspnes, 1982). The complex refractive 
index of thin polysilicon films is a strong function of the depo- 
sition conditions and the post-processing annealing procedure 
(Kamins, 1988; Harbeke et al., 1984; Montaudon et al., 1985). 
The optical properties of thin polysilicon films have been mea- 
sured by ellipsometry from room temperature to about 1400 K 
(Xu and Grigoropoulos, 1993). Polysilicon films of thickness in 
the range of 0.1 to 0.4 #m were used in the experiment. This 
investigation focused on a structure commonly used in electron- 
ics microfabfication: polysilicon-silicon dioxide-silicon sub- 
strate. The HeNe laser wavelength (hprobe = 0.6328 /zm) was 
selected, because HeNe lasers are frequently used as probes in 
in-situ experimental investigations. For example, in the work by 
Grigoropoulos et al. (1991b), a HeNe laser probe was scanned 
over a thin polysilicon film heated by a CW argon-ion laser beam, 
in order to map the temperature-induced steady, spatial reflectiv- 
ity distribution. 

The transient optical reflectivity and transmissivity measure- 
ments are based on the variation of the materials complex re- 
fractive index with temperature. Interference effects significantly 
enhance the variation of the thin film reflectivity with tempera- 
ture, so that the sensitivity of the temperature measurement is 
increased. This effect was demonstrated (Xu et al., 1993 ) for the 
transient reflectivity of thin polysilicon films during continuous 
wave (CW) laser annealing. In this work, the optical reflection 
technique for in-situ monitoring of the transient temperature field 
during pulsed excimer laser heating of thin polysilicon films is 
developed and verified. Data on the thin film complex refractive 
index at high temperatures are employed in the calculation of the 
sample transient reflectivity response and the experimental signal 
analysis. A numerical conductive heat transfer model for the tran- 
sient temperature field in the thin film structure is applied. Tran- 
sient reflectivity is calculated and compared with the experimen- 
tally measured values to yield the temperature field. To the au- 
thors' knowledge, this is the first work that demonstrates 
temperature measurements in thin films at the nanosecond time 
scale, based on accurate high-temperature optical property data 
over the entire temperature range achieved in the experiment. 
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II Experimental Procedure 

ILl  Measurement of Optical Properties of Thin Polysilicon 
Films. Thin oxide layers of thickness in the range of 0.1 #m 
were thermally grown on crystalline silicon substrates by keeping 
the reaction temperature at 900°C and controlling the reaction 
time. An automatic ellipsometer was used to determine the thick- 
ness and the refractive index of the oxidation layer, with an ac- 
curacy of 1 A and 0.001, respectively, according to the instru- 
ment manufacturer's specification (Table 1 ). After the oxidation 
process, a silicon layer was deposited onto the Sit2 layer by 
LPCVD, at a temperature of 580°C. The polysilicon film thick- 
nesses, dp_si, varied from about 0.1 #m to 0.4 ~m. Following the 
silicon deposition, the samples were annealed in dry nitrogen at 
a temperature of 1050°C for 30 minutes. The microstructure of 
the sample was studied by cross-sectional TEM (Transmission 
Electron Microscopy). It was found that the annealed sample has 
a pol~crystalline structure. The grain sizes are between 200 and 
700 A, which are randomly distributed across the thin film. Al- 
though the grain size distribution could vary across the thin film 
for some materials (Graebner et al., 1992), such a behavior was 
not observed in the polysilicon samples used in this experiment. 
Thicker polysilicon films (1.2 #m) deposited at the same con- 
ditions as in this experiment do not show grain size distribution 
either (Krulevitch et al., 1992). Using an Alpha-step 200 profi- 
lometer, the rms roughness of both the polysilicon film and the 
oxidized crystal silicon wafer was found to be approximately 30 
A. This roughness is much smaller than the laser wavelengths 
used in the experiment, so that the sample surface can be con- 
sidered to be optically smooth. 

Ellipsometric and normal incidence reflectivity measurements 
were used to determine the optical constants at the wavelength 
of 0.6328 #m, as well as the thickness of the polysilicon film. 
The detailed description of the experimental apparatus and the 
ellipsometric measurement procedure, including a systematic er- 
ror analysis, have been given by Xu and Grigoropoulos (1993). 

To determine the absorption of the excimer laser light, the 
refractive index of poly-Si at the excimer laser light (h~xo = 0.248 
#m) was measured by a Vafiable-Angle-Spectroscopic-Ellip- 
someter. The accuracy of this measurement is about ±0.1 for n 
and ±0.1 for k. This refractive index value was verified by mea- 
suring the normal reflectivity R~xc of the polysilicon films, using 
a Perkin-Elmer Lambda 6 UV-VIS-NIR Spectrophotometer. 

11.2 Transient Reflectivity Measurement During Pulsed 
Laser Heating of Polysilicon Films. The experimental setup for 
the transient reflectivity measurement is shown in Fig. I. A 
pulsed KrF excimer laser (~xc = 0.248 #m) is used as a heating 

Table 1 
0.6328 pm 

Thickness of Thickness of 
Sample SJ02 Layer Poly-Si Layer 

# 1 0.1183 0.097 

# 2 0,1226 0.250 

# 3  0.1186 0.412 

Crystalline Silicon 
(Jellison and Burke, 1986) i 

Sample thickness and complex refractive index at ~.probe = 

no nl ko To 
x 104 QC 

4.02 3.47 0.0425 756 

4.11 4.31 0,0328 569 

4.10 : 4.30 0.0311 608 
I 

3.88 I 5.0 0,018 447 

source. The pulse duration of the excimer laser beam is measured 
to be 52 ns, using a fast silicon PIN photodiode with a rise and 
fall time of less than 1 ns and a digitizing oscilloscope with a 1 
GHz sampling speed ( 1 ns time resolution). The laser pulse en- 
ergy is monitored by an energy meter, which receives the laser 
light reflected from a beam splitter. Accurate knowledge of the 
power intensity of the excimer laser light incident on the sample 
is critical for temperature calculations. The light emitted from the 
aperture of the excimer laser has a poor uniformity, with a spatial 
intensity variation larger than 100 percent over the 90 percent 
central portion of the beam profile. A tunnel-type beam homog- 
enizer made of polished aluminum is used to improve the uni- 
formity of the laser beam profile. The output light from the ho- 
mogenizer has a spatial uniformity within 10 percent. A series of 
lenses is used to image the output excimer laser light from the 
homogenizer onto the sample surface at normal incidence. The 
area of excimer laser beam spot at the sample surface is approx- 
imately 0.5 cm 2. 

A 0.1 mW continuous wave (CW) unpolarized HeNe laser is 
used as a probing light source for the reflectivity measurement. 
The HeNe laser beam is focused onto the sample surface by a 
spherical lens at the center of the excimer laser irradiated area. 
Using the technique described by Grigoropoulos (1991a), the 
1/e intensity diameter of the probing laser spot is measured to be 
approximately 50 ~m. By measuring the relative distances be- 
tween the HeNe laser source, the probing laser beam spot at the 
sample surface, and the detector, the angle of incidence of the 
HeNe probing laser was determined to be 0 = 38 deg with an 
accuracy of ±0.5 deg. The reflected light of the HeNe laser beam 
is focused onto a fast silicon PIN photodiode. The fast digitizing 
oscilloscope is used for recording the transient reflectivity sig- 
nals. The accuracy in the absolute reflectivity measurement is 
estimated to be 6R = 0.01, while the fractional error in the laser 
pulse fluence measurement, 6 F / F  = ± 10 percent. The connect- 
ing cables, the detectors, and the electronic components were 
carefully shielded to avoid the strong RF interference from the 
excimer laser. 

d =  
4 =  
F =  

i =  
I =  

K =  

ko  = 

k =  

n = 

n o ,  n l  = 

~ =  

N o m e n c l a t u r e  

specific heat 
thickness 
absorption penetration depth 
laser pulse fluence Q,b = 

incident laser light intensity R = 
thermal conductivity T = 
fitting constant for the imagi- To = 
nary part of the complex re- T~ = 
fractive index t = 
imaginary part of the complex h = 
refractive index tp = 
real part of the complex refrac- 
tive index 
fitting constants for the real 
part of the complex refractive 
index 
complex refractive index 

N = number of discrete elements in 0 = angle of incidence of probing 
the stratified layer structure laser beam 
(Fig. 3) k = wavelength 
power flux absorbed by the thin p = density 
silicon layer 
reflectivity Subscripts 
temperature c = calculated result 
fitting constant exc = excimer laser 
ambient temperature m = measured result 
time ox = naturally oxidized layer 
length of laser pulse p = transverse magnetic wave 
time of occurrence of peak laser p-Si = polysilicon 
pulse intensity probe = probing laser 

x = coordinate in the normal to the s = transverse electric wave 
sample surface direction Si = silicon wafer 

"y = absorption coefficient SiO2 = thermal oxidation layer on 
6 = uncertainty of measurement crystalline silicon substrate 
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Experimental setup for transient reflectance measurement 

A 0.5 mW linearly polar ized  HeNe laser was also used in 
some experiments, with the direction of light polarization ad- 
justed so that the incident probing laser beam was p-polarized. 
The probing laser beam angle of incidence in this experiment, 
0 = 16.7 deg. 

III Heat Transfer Modeling 
The temperature profile penetration into the sample is of the 

order of 1/zm. Comparing this penetration depth with the excimer 
laser beam size (0.5 cm2), it can be assumed that the heat transfer 
at the center of the laser beam is essentially one dimensional. For 
the nanosecond time scalesconsidered in this work, nonequilib- 
rium and non-Fourier thermal wave effects are negligible. For 
temperatures below the melting temperature, the conductive heat 
transfer in the solid silicon layer is given by: 

pCp Ot = Ox \ -~xJ + Q,e(x ,  t)  (1)  

In the equation above, x is the coordinate normal to the sample 
surface (x = 0), p is the density, T is the temperature, Cp is the 
specific heat at constant pressure, and K is the thermal conduc- 
tivity. The variation with temperature given by Touloukian 
(1970) for the bulk material thermal properties was considered. 
The optical constants measured in this work (see next section) 
yield an absorption coefficient, y (= 47rke×JKexc) of approxi- 
mately 1 × 106 cm -I . This absorption corresponds to an optical 
penetration depth (dp = 1/3') in the thin film on the order of ten 
nanometers, in contrast to the Nd:YAG laser (k = 0.532 /zm) 
and Ruby laser (h = 0.694/zm) absorption in silicon films, which 
is strongly modified by wave interference (Grigoropoulos et al., 
1993). Thus, the excimer laser irradiation does not penetrate into 
the oxidized layer and the underlying silicon substrate. The op- 
tical property data for crystalline silicon at elevated temperatures 
(Jellison and Modine, 1982) show little dependence on temper- 
ature in the ultraviolet (UV) range. To the authors' knowledge, 
no temperature dependent optical properties for polysilicon in the 
UV range have been reported in the literature. It is assumed in 
this work that the polysilicon complex refractive index at the 
excimer laser wavelength, k,,x¢ = 0.248 #m is constant with tem- 
perature. 

The laser energy is transferred to the lattice on the order of 
10-~2_ 10-n second and can be treated as an internal volumetric 
heat source. The energy absorption, Q,b(x,  t ) ,  follows an expo- 
nential decay in the material: 

Q,b(X, t) = (1 -- R~xc)y l ( t ) e  -yx (2) 

Measurements of the laser-pulse temporal profile, l ( t )  (Fig. 
2), have shown that the pulse fluence, F, is distributed in a tri- 
angular shape, with the pulse length, tl = 52 ns, and the peak 
intensity occurring at tp = 10 ns. 

2Ft  
l(t) = - -  0 < t < t  r 

tltp 

2 F ( h  - t) 
I ( t )  - - -  tp < t < t~ 

t~( t ,  - t .  ) 

l ( t )  = O t~ < t (3) 

Convection and radiation losses are negligible, in view of the 
high incident laser intensities (of the order of 10" W/m 2) and 
the short time scales considered in this problem. The temperature 
penetration in the structure is small, so that the bottom substrate 
surface remains at the ambient temperature, T=. 

 lx0=0  4a, 
T ( x  = dp-~i + dsio2 + dsi) = T~ (4b) 

Initially the structure is isothermal, at the ambient temperature: 

r ( t  = 0) = r~ (4c) 

Continuity of both temperature and heat flux is applied at the 
film/oxidation layer and oxide layer/silicon substrate interfaces. 

The heat conduction is solved numerically by an implicit finite 
difference algorithm. A depth of x = 50 #m is sufficient to con- 
tain the temperature field penetration for the time duration con- 
sidered in this work. Figure 3 shows a schematic of the stratified 
layer structure. In both the heat transfer and the optical response 
calculations, the polysilicon film, the SiO2 layer, and the silicon 
substrate were subdivided into Npsi = 50, Nsio2 = 20, Nsi = 100 
discrete elements, respectively. These discretizations are suffi- 
cient to capture the temperature field and the optical property 
variation accurately. Once the temperature field is solved, the 
optical reflectivity can be calculated using thin film optics. The 
temperature field variation with depth induces changes in the 
complex refractive index of polysilicon film at the k0~obo = 0.6328 
#m wavelength. Such changes were accounted for in the pico- 
second irradiation of thin crystalline silicon (c-Si) films (Lompre 
et al., 1983) by assuming an average temperature for fitting the 
measured optical properties. In this study, the semiconductor film 
is treated as a stratified multilayer structure (Jacobsson, 1965; 
Born and Wolf, 1980; Knittl, 1976) composed of thin layers of 
varying complex refractive index. The refractive index of the 
dielectric SiOE layer varies little with temperature and is assumed 
to be a constant in the calculation. The underlying crystalline 

1.00 

"o 0.80 
.N 

"~ 0.60 
0 
Z 
.~ 0.40 
t- 
~o 0.20 
Q. 

o.o0 
cn 0 10 20 30 40 50 60 70 8 
..~ T ime  (ns) 

Fig. 2 Measured pulse shape of excimer laser 
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silicon substrate is treated as a stratified structure of varying com- 
plex refractive index, in a manner similar to the polysilicon layer 
discretization, using the results of Jellison and Burke (1986) for 
the c-Si optical properties. The detailed optical calculation is 
shown in Appendix I. 

IV Results and Discussion 

IV.1 Results of the Optical Properties Measurement. 
Measurement of the optical properties of the polysilicon samples 
is performed from room temperature to about 1400 K. The mea- 
sured refractive indices of the 0.097, 0.250, and 0.412-/zm-thick 
polysilicon films are shown in Fig. 4. The real part of the refrac- 
tive index, n, increases linearly with temperature and the imag- 
inary part, k, increases exponentially with temperature. The 
components of the refractive index, n and k, of the thicker sam- 
ples (Sample #2, dp.si = 0.250 #m, and Sample #3, dp-si = 0.412 
~m) are very close. The real part of the refractive index, n, of 
the sample with 0.097 #m (Sample #1 ) thickness has lower val- 
ues, and the imaginary part, k, increases slower with temperature. 
The uncertainties in these results (Xu and Grigoropoulos, 1993), 
a r e  t~dp.s! = 10 ~,  6n/n = 1 percent, and 6k/k = 5 percent. These 
measurements are verified by (a)  normal reflectivity data at high 
temperatures and (b) the angular variation of the reflectivity at a 
temperature of 300°C. Calculations based on the thin film refrac- 
tive indices and thicknesses derived in this work show good 
agreement with the experimental results (Figs. 5a, 5b). 

The values of n are fitted linearly and values of k are fitted 
exponentially for temperature T measured in °C: 

n = n 0 + n l  × T (6a) 

k = ko × exp(TITo) (6b) 

The fitting parameters no, n~, k0, and To for the three samples 
are listed in Table 1. For comparison, the corresponding param- 
eters for the complex refractive index of the crystalline silicon 
are also given in this table. The measured polysilicon complex 
refractive indices are used for calculating the reflectivity at the 
HeNe laser wavelength. 

The complex refractive indices of polysilicon films measured 
at the k~xo = 0.248 #m wavelength are shown in Table 2. These 
values are different from the polysilicon complex refractive in- 
dex, aexc = 1.6 + i2.5, extracted from the room temperature di- 
electric function spectra given by Bagley et al. ( 1981 ). This dif- 
ference could be attributed to the deposition conditions used for 
the polysilicon sample preparation. Also, it is noted that the three 

samples tested in this work have quite different refractive indices. 
The room temperature normal reflectivities calculated using the 
ellipsometrically measured refractive indices are close to the re- 
flectivities measured by the spectrophotometer (Table 2). The 
measured complex refractive indices are used in the calculation 
of the excimer laser radiation absorption of the polysilicon 
samples. 

IV.2 Results of the Transient Reflectivity Measure- 
ment. Figures 6 (a )  and 6(b)  show the comparison be- 
tween the calculated and the measured reflectivities of Sample #2 
(dp sl = 0.250/zm), and Sample #3 (dp.si = 0.412 #m) heated by 
the pulsed excimer laser. The laser fluencies are fixed at F = 0.17 
J/cm 2. The results of the reflectivity measurement were obtained 
from an unpolarized HeNe laser beam at an angle of incidence, 
0 = 38 deg. The interference effect of the HeNe laser light in the 
thin film results in the reflectivity increases, followed by a drop 
as the temperature is increased. The reflectivity minimum at 
about 43 ns corresponds to the peak surface temperature during 
the heating. As can be seen in the figures, the numerical model 
captures the experimental trend accurately. 

Figures 7(a) ,  7(b) ,  and 7(c)  show another set of calculated 
and measured reflectivity of Sample #1, Sample #2, and Sample 
#3, respectively. The excimer laser fluency, F = 0.155 J/cm 2, 
and a p-polarized HeNe laser beam with the angle of incidence 
of 0 = 16.7 deg is used for reflectivity measurement. Good agree- 
ment is achieved between the calculated and measured reflectiv- 
ity histories. 

The transient temperature profile development during the ex- 
cimer laser heating is of primary interest. The calculated tem- 
perature profiles across the sample are shown in Fig. 8 for Sample 
#3 (dp-si = 0.412 #m). The temperature gradient in the SiO2 layer 
is much larger than that in the polysilicon layer. This is due to 
the lower thermal diffusivity of the SiO2 layer. Figure 9 shows 
thetransient surface temperatures histories for three samples. The 
differences of the peak temperatures of three samples are due to 
the different optical absorption of the samples, and the effect of 
the SiO2 layer. 
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The accuracy of the calculated surface temperature is deter- 
mined by (a)  the experimental uncertainties in the transient re- 
flectivity measurement, (b) the accuracy of  the temperature de- 
pendence of complex refractive index of polysilicon films at the 
probing laser light wavelength, (c)  the accuracy in the measured 
thickness of thin polysilicon film, and (d) the neglect of the de- 
viation of the thermal conductivity of  thin film material from the 
bulk, and the neglect of a possible thermal boundary resistance. 
The complex refractive index measurements have accuracies of  
6n/n = 1 percent and 6k/k = 5 percent in the temperature range 
from 300 K to 1400 K. On the other hand, the thickness of  the 
thin polysilicon film is determined with accuracy of +_10 A. 
These two effects combined cause an error of +_0,015 in the 
reflectivity calculation. The maximum error for the reflectivity is 
thus estimated to be +_0.025 including the uncertainty in the re- 
flectivity measurement (_+0.01). Numerical calculation is per- 
formed to estimate the effect of this uncertainty of reflectivity 
measurement on the accuracy of temperature determination. Fig- 
ure 10 shows the correspondence between the calculated maxi- 
mum surface temperature rise and minimum reflectivity of Sam- 
ple #3 using the p-polarized probing HeNe laser at an angle of 
incidence 0 = 16.7 deg. It can be seen that the reflectivity error 
of _+0.025 will cause a variation of the maximum surface tem- 
perature of about 50 K. Similar accuracies were obtained for 
other samples. 

The effect of  the reduction of thermal conductivity and the 
boundary resistance is considered. It has been shown (Lambro- 
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Fig. 7 Computed and measured transient reflectivity of (a) Sample #1 
(dp.m = 0.097/zm); (b) Sample #2 (dp-m = 0.255 Fm); (c) Sample #3 (dp.m = 
0.412 Fm). The excimer laser fluence F = 0.1555 J/cm =, The angle of inci- 
dence of the p-polarized HeNe probing laser beam t~ = 16.7 deg. 

poulos et al., 1991; Mastrangelo and Muller, 1988), that the ther- 
mal conductivity of the thin film is less than that of the bulk 
material when the smallest dimension (thin film thickness or the 
grain size) in the thin film material is comparable to the mean 
free path of heat carriers. The experimental results (Goodson et 
al., 1993) show that the effective conductivity (which accounts 
for the boundary resistance) of thin SiO~ films with thickness 
around 0.1 /zm, and which were annealed at a temperature of 
1400 K, is reduced by approximately 23 percent from its bulk 
value. The thermal conductivity of thin polysilicon films is also 
expected to be smaller than the bulk value. Mastrangelo and Mul- 
ler (1988) reported a reduction of thermal conductivity of heavily 
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Fig. 9 Computed surface temperature variation with time. The excimer 
laser fluence F = 0.155 J/cm =, 

doped, 1.3-/zm-thick polysilicon films by a factor of four from 
the thermal conductivity of bulk crystalline silicon. Numerical 
calculation is performed to estimate the deviation of the temper- 
ature determination using the reduced thermal conductivity. Re- 
duced values of thermal conductivities of both the polysilicon 
film and the Si t2 film are used in the calculation. The thermal 
conductivity of SiO2 is reduced by 23 percent and the thermal 
conductivity of polysilicon is reduced by a factor of four from 
the thermal conductivity of bulk silicon in the calculation. It is 
noted that the Si t2  films in the sample tested in this work are 
thermally grown and annealed at high temperatures, with ex- 
pected microstructure and thermal properties closer to the bulk 
values than LPCVD films. In order to match the reflectivity curve 
produced by the experiment and the calculation results using bulk 
values, the laser fluence is reduced by about 10 percent in the 
calculation that employs the reduced thermal conductivities. This 
reduction of the fluency is within the experimental uncertainties 
of the laser fluency measurement. Table 3 compares the calcu- 
lation results of maximum surface temperatures using the bulk 
and reduced thermal conductivities. It can be seen that the dif- 
ference between the maximum temperature obtained by using the 
bulk and the thin film properties is less than 20 K for all three 
samples. Therefore, the total experimental uncertainty of the tem- 
perature measurement is less than 90 K. 

It must be pointed out that use of inaccurate optical prop- 
erties and film thickness for the polysilicon layer does not 
allow correct calculation and analysis of the reflectivity signal. 
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Even small changes in the polysilicon optical constants dras- 
tically alter the reflection response for the HeNe probing laser 
wavelength due to wave interference effects. Figure 11 (a)  
shows the reflectivity dependence for unpolarized HeNe laser 
light incident onto samples maintained at uniform tempera- 
ture, at an angle of incidence, 0 = 38 deg. These curves were 
calculated using the thin film complex refractive index data 
measured in this work. Figure 11 (b)  shows the reflectivity 
under the same conditions, but using the optical properties of 
bulk silicon (Jellison and Burke, 1986, Table 1 ), which were 
extrapolated for temperature, T > 700°C. It can be seen that 
calculation of the optical response based on bulk values does 
not produce the experimental reflectivity behavior. It is noted 
that while the reflectivities for Sample #1 (dp.si = 0.097 #m) 
exhibit similar trends, the temperature dependence of the re- 
flectivity for the thicker samples (Samples #2, #3) is entirely 
different when crystalline properties are used (Fig. 11 b) rather 
than the directly measured values (Fig. 1 l a ) .  By the same 
reasoning, variations of the thin film thickness of the order of 
10 nm can change the sample reflection characteristics due to 
optical interference effects (Xu et al., 1993). 

V Conclusions 
The transient temperature field of thin polysilicon films of 

thickness in the range of 0.1 to 0.4 ~m during pulsed excimer 
laser heating has been studied. Polarized and unpolarized con- 
tinuous wave HeNe lasers were used as probes for absolute 
transient reflectivity measurement. The complex refractive in- 
dex of the polysilicon films was determined statically by com- 
bined ellipsometric and normal incidence reflectivity mea- 
surements in the temperature range from 300 K to approxi- 
mately 1400 K. The room temperature complex refractive 
index of the excimer laser wavelength was measured by spec- 
troscopic ellipsometry. These measurements were used for 
modeling the transient reflectivity during pulsed laser heating 
on the nanosecond time scale. Good agreement was obtained 
between the experimental results and the calculation. The tem- 
poral variation of the measured reflectivity enables experi- 
mental probing of the transient temperature field. The exper- 
imental uncertainties of the temperature determination is es- 
timated to be less than 90 K, considering both the accuracy of 
reflectivity measurement and the uncertainties of the thermal 
properties. The present work verifies a general experimental 
procedure for in-situ monitoring of fast thermal processes that 
is based on knowledge of the temperature dependence of the 
thin film complex refractive index. 
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Table 3 Comparison of maximum surface obtained by using bulk ther- 
mal properties and reduced thermal properties 
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bulk properties 
Maximum T, using 
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Fig. 11 Temperature dependence of reflectivity for unpoladzed HoNe 
laser light, at an angle of incidence of 38 dog: (a): calculation results using 
the optical properties measured in this work; (b): calculation results using 
the optical properties of bulk silicon (Jellison and Burke, 1986) 
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A P P E N D I X  I 

Thermal  Propert ies  

The solid silicon properties vary with temperature (Toulou- 
loan, 1970): 

Ks~(T) = 2.99 × 104 / (T-  99) (W/m/K) (A.1) 

Psi(T)Cp;si(T) = (1.474 + 0.17066T/300) × 106 (j/m3/K) 

(A.2) 

The thermal properties of SiOz are assumed temperature in- 
dependent: 

Ksio2 = 1.4 W/m/K, psio2 = 2200 kg/m 3, 

Cp;sio2 : 1200 J/kg. 

The reduced thermal conductivities used for comparing the 
maximum temperature calculated using bulk thermal properties 
and thin film properties: 

g s i ( T )  : 2 .0 X 1 0 4 / ( T -  99) (W/m/K) 

Ksio2 = 1.0 W/m/K (A.3) 

A P P E N D I X  I I  

Thin Fi lm Optics 

Utilizing the formalism of the characteristic transmission ma- 
trix, the lumped structure reflectivity and transmissivity can be 
obtained. The ith layer of thickness di, which may be absorbing, 
having a complex refractive index,/~i = ni - ikext;i, is represented 
by the transmission matrix M~ : 

= { C O S ( ~ - ~  r~idi ) ~ sin ( ~  ~ i d ~ ) /  

Mi kini sin ( ~ n i d i )  COS ( ~ l ~ i d i )  I ( A . 4 )  

The multilayer transmission matrix, M, is: 
IT 

M = FI Mr (A.5) 
i=l 

IT is the number of nodes in the sample structure. For both p 
and s polarized light, the reflection Fresnel coefficients, r, is: 

(M(1, 1) + M(1, 2)r~,)t~. - (M(2, 1) + M(2, 2)~,)  
F :  

(M(1, 1) + M(1, 2)ff,)r~. + (M(2, 1) + M(2, 2)t;,) 

(A.6) 

The reflectivity R is calculated as 

R = Jr[ 2 (A.7) 

The reflectivity of the unpolarized light is calculated as: 

R = (Rp + Rs)/2 (A.8) 
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Heat Generation and Transport 
in Submicron Semiconductor 
Devices 
The reduction o f  semiconductor device size to the submicrometer range leads to unique 
electrical and thermal phenomena. The presence of high electric fields (order of  107 
V/m ) energizes the electrons and throws them far  from equilibrium with the lattice. 
This makes heat generation a nonequilibrium process. For gallium arsenide ( GaAs ), 
energy is first transferred from the energized electrons to optical phonons due to strong 
polar coupling. Since optical phonons do not conduct heat, they must transfer their 
energy to acoustic phonons for  lattice heat conduction. Based on the two-step mecha- 
nism with corresponding time scales, a new model is developed to study the process of  
nonequilibrium heat generation and transport in a GaAs metal semiconductor field 
effect transistor (MESFET) with a gate length of  O.2 Izm. When 3 V is applied to the 
device, the electron temperature rise is predicted to be more than 1000 K. The effect 
of  lattice heating on electrical characteristics of  the device shows that the current is 
reduced due to decrease in electron mobility. The package thermal conductance is 
observed to have strong effects on the transient response of  the device. 

Introduction 
Heat removal from semiconductor devices and electronic 

packages has been a critical issue in the design of LSI chips. The 
typical heat dissipation rate of recent LSI chips is in the range of 
1 ~ 10 W/cm 2. Future trends indicate that LSI chips with heat 
dissipation rate of about 100 W/cm 2 are possible. For such high 
heat dissipation rates, it would be necessary to consider not only 
macroscopic heat transfer mechanisms for effective heat removal 
from the chip, but also microscopic optimum device designs for 
the reduction of the heat dissipation rate itself. It is, therefore, 
important to understand the mechanism of heat generation and 
transport phenomena at the device level. 

Design of semiconductor devices based on electrical charac- 
teristics is a well-established field (Sze, 1981; Snowden, 1988). 
These simulations give the electrical characteristics, such as the 
current-voltage characteristics, electron number density distri- 
bution, etc. Some other researchers (Curtice and Yun, 1981; 
Cook and Frey, 1982; Zhou and Ferry, 1992; Yoganathan and 
Banerjee, 1992) have proposed numerical calculations that in- 
clude electron energy transport effect. They, however, have as- 
sumed that the lattice temperature does not change during device 
operation. Since heat transport in semiconductors is dominated 
by the lattice and not by the electrons, this approximation may 
not be realistic. Wang (1985) has developed a model including 
lattice energy transport equation. However this model does not 
consider the phonon dispersion relations and the resulting differ- 
ent behavior of phonon modes. 

Figure 1 shows a schematic diagram of the heat generation 
mechanism in a metal-semiconductor field effect transistor 
(MESFET). When a voltage is applied across the drain and the 
source, electrons are accelerated from the source, and flow under 
the channel into the drain. For MESFETs, a typical applied volt- 
age of about 1 V and a typical length of the gate channel ~ t 
gm result in an electric field of ~ 10  4 V/cm. With new advances 
in nanofabrication techniques, the further reduction in gate length 
can produce fields as high as 106 V/cm. Under such high electric 
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fields, the electrons become highly energetic. Heat generation in 
semiconductor devices occurs due to collisions between these 
electrons and the lattice. Due to collisions, the lattice gains en- 
ergy from the electrons, and the lattice temperature increases. 
With the change of the lattice temperature, scattering rate of the 
electrons and the lattice is also altered and the electron transport 
is in turn affected. Therefore thermal and electrical characteristics 
have an influence on each other and must be treated as a coupled 
problem. 

The aim of this study is to consider the nonequilibrium nature 
of the electrons and the phonons to show the thermal and the 
electrical characteristics in submicron MESFETs. We choose 
MESFET made of gallium arsenide (GaAs) for our study since 
it is an integral component in signal processing and communi- 
cation circuits. 

In Section 2, the physics and operating principle of GaAs 
MESFETs are discussed. Section 3 shows the computational 
method of this work, and Section 4 discusses the results. Finally, 
Section 5 states the conclusions. 

Physics of Heat Generation and Transport 
As shown in Fig. 1, GaAs MESFETs have the active layer 

deposited on the semi-insulating substrate. The active layer is n- 
doped and has higher electron concentration and electrical con- 
ductivity than the semi-insulating layer. The source, drain, and 
gate contacts are formed by metal. Although each of the source 
and drain contacts has negligible contact resistance, the gate con- 
tact makes an electrostatic potential barrier (Schottky barrier) at 
the metal semiconductor contact without an external bias voltage 
(Sze, 1981 ). The former is called ohmic contact, while the latter 
is called Schottky contact. The physics of the Schottky barrier is 
such that an effective negative potential is induced on the contact. 
This makes electrons move away from the region under the gate 
contact to the surroundings. Thus a depletion region, where the 
electron number density is much smaller than the rest of the ac- 
tive layer, is formed and the channel where electrons can go 
through becomes narrow. When a drain to source voltage (V,~,) 
is applied, most of the drain current (1,1) flows in this narrow 
channel between the depletion region and the semi-insulating 
substrate. 

The thickness of the depletion region can be controlled by the 
gate voltage (V~). If a negative V~ is applied, the electrostatic 

Journal of Heat Transfer FEBRUARY 1995, Vol. 117 / 25 
Copyright © 1995 by ASME

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



potential barrier at the gate becomes higher, which results in a 
bigger depletion region thickness. Therefore, a smaller channel 
imposes higher electrical resistance between drain to source. The 
drain to source current of MESFETs is controlled in this manner. 

Heat generation in semiconductor devices occurs due to the 
collisions between the electrons and the lattice. The electrons 
gain energy from the applied electric field and can become very 
energetic. In general, applying an electric field causes a deviation 
of the statistical distribution function of electrons from the equi- 
librium Fermi-Dirac distribution (Shah, 1992). Although, 
strictly speaking, an electron temperature cannot be defined for 
the nonequilibrium distribution, an effective electron tempera- 
ture, Te, can be defined for the purpose of  energy transport anal- 
ysis. Such energetic electrons are called hot electrons (Ferry, 
1991). Under high electric fields, the electron temperature be- 
comes higher than the lattice temperature. During collision with 
the lattice, each of these hot electrons either emits or absorbs a 
quantum of lattice vibrational energy called a phonon.  For heat 
generation~ the phonon emission rate is higher than the absorp- 
tion rate. 

Figure 2 shows the phonon dispersion relations for GaAs, 
which contains two types of crystal vibration: optical mode and 
acoustic mode. The optical mode corresponds to the Ga and As 
atoms vibrating against or in opposite directions to each other, 
whereas the acoustic mode corresponds to that when they move 
in the same direction. Each mode has one longitudinal polariza- 
tion and two transverse polarizations. The longitudinal optical 
( L O )  mode couples most strongly with electrons due to polar 
interactions, explained as follows. Since the chemical bond of 
Ga and As is slightly ionic it forms an electric dipole. The L O  
vibrations, where the atoms vibrate against each other, produce 
an oscillating dipole, which interacts strongly with electrons. 
Photoexcitation studies (Lin et al., 1988; Peterson and Lyon, 
1990) have shown that when a laser pulse excites electrons in 
GaAs, the dominant mechanism of electron energy relaxation is 
e lec t ron-LO phonon scattering. Through this process, the ener- 
getic electrons give their energy to the lattice and create L O  pho- 
nons. In other words, the L O  phonon temperature can increase 
due to energy transfer from electrons. This is the mechanism of 
lattice heating in GaAs. 

The net generation of L O  phonons can push its population well 
above the equilibrium value. The increase in the number of  L O  
phonons can be high enough to the point the e lec t ron-LO pho- 
non scattering rates are altered (Joshi and Ferry, 1989; Carrillo 
and Rodriguez, 1991 ). The change in electron scattering rate 
affects the electron transport in a device and therefore alters the 
device electrical characteristics. 

! 
Depletion J ~ V.  ~Jd 
region / ~ ~ 

Source ~ G a t  e ~ ' "  )rain 

Ai;liy;~ Hea t  / 
Generation 

Semi-insulating ~ ~ 
substrate / / I \ 

/ / I \ 

= Electron transport 

- - - - - - , , - -  Heat transport 

Schematic diagram of heat generation and transport in MESFETs Fig. 1 

The group velocity, o~, of each mode is equal to the slope of 
the dispersion curves, vg = d w / d K ,  where 0J is the vibrational 
frequency and K is the wave vector. It is clear from Fig. 2 that 
the group velocity of the optical mode is close to zero. There- 
fore, although electrons can transfer energy to the L O  phonons, 
this mode canno t  conduct heat since the thermal conductivity 
K = 1/3 Cv~l, where C is the specific heat and l is the mean free 
path. Therefore, this mode must transfer its energy to the acoustic 
mode vibrations. The acoustic phonons propagate at the speed of 
sound and are the dominant mode of heat conduction in GaAs. 
The mechanism of heat generation in GaAs is therefore a two- 
step process: electrons to L O  phonons, L O  phonons to acoustic 
phonons. 

The predominant factor of  the thermal effect on the electrical 
transport is due to the temperature dependent nature of  the elec- 
tron mobility. The electron mobili ty/z is defined to be a propor- 
tionality constant between the electron drift velocity va and the 
applied electric field strength E (Sze, 1981). When an electric 
field is applied to a semiconductor, electrons respond to the field 
and start motion. Charged-particle (in our study, electrons) mo- 
tion in response to an applied electric field is called dri f t  (Pierret, 
1989). Although the microscopic motion of these electrons is 
affected by the scattering process with other carriers, ionized im- 
purities, etc., and becomes quite complicated, we can define drift 

N o m e n c l a t u r e  

c = speed of  light in vacuum = 
2.99792 X 108 m/s 

C = heat capacity per unit volume, 
J/m 3 K 

e = elementary charge = 1.60218 x 
16 -19 C 

E = electric field (vector), V/m 
h = heat transfer coefficient, W/m 2 K 
h = reduced Planck constant = 

1.05457 x 10 T M  J s 
J = current density (vector), A/m 2 

kB = Boltzmann constant = 1.38066 X 
10 -23 J/K 

L~ = gate length, m 
me = electron rest mass = 9.10939 X 

10 -31 kg 
m* = electron effective mass = 0.066 

X me, kg 

n = electron number density, 1/m 3 
No = doping concentration of  the ac- 

tive layer, l ]m 3 
t = time, s 

At  = time step, s 
T = temperature, K 
0,1 = electron drift velocity, rn/s 
v = electron average velocity (vec- 

tor), m/s 
V = voltage, V 
w = average electron energy, J 
W = energy, J/m 3 

x, y = spatial coordinates, m 
~o = permittivity in vacuum = 107/ 

(47rc2), F/m 
G. = permittivity in GaAs = C,~o, F/m 
c, = low-frequency dielectric constant 

of  GaAs = 12.8 

E~ ° = high-frequency dielectric constant 
of GaAs = 10.9 

K = thermal conductivity, W/mK 
# = electron mobility, m2/V s 
p = density, kg/m 3 
7- = relaxation time, s 

~bB = Schottky barrier height, V 

Subscripts 
A = acoustic phonon 

ds = drain to source 
e : electron 
g = gate 
l = lattice 

L O  = L O  phonon 
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Fig. 2 Phonon dispersion relations in GaAs 

velocity vd as an average velocity of overall motion of electrons. 
The drift velocity and the electric field have the following rela- 
tionship: 

vd = IzE (1) 

At low electric field, # is constant and uj is proportional to E. 
However, as the electric field becomes higher, the proportionality 
between v,t and E is no longer sustained. Figure 3 shows the 
typical relationship between va and E in GaAs. The electron mo- 
bility is also written as follows (Kittel, 1986): 

# = eTm/m* (2) 

where e is the elementary charge, ~-,, is the electron momentum 
relaxation time, and m* is the electron effective mass. The re- 
laxation time rm is a function of both the electron temperature 
and lattice temperature (Wolfe et al., 1989). Therefore any 
change in electron or lattice temperature changes the electron 
mobility and thus the electrical characteristics of the device. 

It is clear that the thermal and electrical behavior of the device 
is highly coupled and a rigorous device simulation must consider 
not only the electron transport but also a consideration of the 
thermal behavior, that is, the LO phonons and the acoustic pho- 
nons. 

Governing Equations 
We calculate a two-dimensional MESFET structure shown in 

Fig. 4. Taking into account the lack of equilibrium between elec- 
trons, LO phonons, and acoustic phonons, the following set of 
the energy equations can be derived from the first law of the 
thermodynamics: 

Electrons: 

OWe. [ ~ (3) 0--T + V ' q e  + n v ' ( e E )  = . O W e .  
\ o t L  

LO Phonons: 

OWLo ( owq ( OWLo  (4) 
- - -  \ a t ] , , + \  at ], Ot 

Acoustic Phonons: 

__own _(OWLo  
O t  + V ' q a =  \ Ot ],. 

(5) 

where W is the energy per unit volume, q. and qa are the energy 
flux of the electrons and the acoustic phonons, respectively, and 
t is time. Note that due to zero group velocity, there is no heat 

J o u r n a l  o f  H e a t  T r a n s f e r  

l P 
E g = const 

Fig. 3 Typical electron drift velocity: electric field relationship in GaAs 

flux of LO phonons and hence there is no divergence term in the 
left-hand side of Eq. (4). The right-hand side term, (OWj/Ot)c, 
of each equation represent the energy transfer rate due to colli- 
sions, where the suffix j denotes either e (electron), LO (LO 
phonon), or A (acoustic phonon). The third term of the right- 
hand side of Eq. (3) represents the work done by the applied 
electric field. 

The particle and the momentum conservation equations of the 
electrons are expressed as follows (Blotekjaer, 1970): 

~n 
- -  + V ' ( n v )  = 0 (6) 
Ot 

O(nm*v)  

Ot 
- -  + V ' { v ( n m * v ) }  

nm * v 
= - e n E  - XT(nksTe) - - -  (7) 

Tin 

where n is the electron number density, v is the average velocity 
of electrons, E is the local electric field, kB is the Boltzmann 
constant, and Te is the local electron temperature. Note that the 
current density J can be written as J = - e n v .  In Eq. (6), we 
assume that there is no source or sink of electrons in the medium. 
In the left-hand side of Eq. (7), the first term is the rate of change 
of the electron momentum, the second term is the convective 
term. In the right-hand side, the first term is the drift term, the 
second term represents the force exerted by the electron pressure 
(Blotekjaer, 1970), and the last term is the rate of momentum 
change due to collisions. 

The electric field is found by solving the Poisson equation 

V2V = - e ( N D  - n)le,  (8) 

where V is the voltage, e, is the permittivity in GaAs, No is the 
doping concentration, and the field is 

E = - V V  (9) 

The permittivity in GaAs is calculated as e~ = CrC0, where c, is 
the dielectric constant of GaAs, and eo is the permittivity in vac- 
uum. Here, we assume that all the donors are ionized, and the 
permittivity in GaAs is uniform and independent of position. 

In order to solve this system of equations, we need the follow- 
ing constitutive relations. The heat fluxes of the electrons and the 
acoustic phonons are written as 

X 

y 
0.1 g 

0.1 g 

Fig. 4 
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Table I Properties of GaAs used in the calculations 

( ~ t  e) = _ n(3knTfl2 
c 7"e-LO 

q, = nwv + nkBT~v - K~XTT~ (10) 

qA = --KAVTA (11) 

where Ke and KA are the thermal conductivities of the electrons 
and the acoustic phonons, respectively. In Eq. (10), the first term 
of the right-hand side is the energy transport due to the electron 
motion, and the second term is the work performed by the elec- 
tron pressure (Blotekjaer, 1970). The third term is energy trans- 
port by thermal diffusion. The average electron energy, w, is 
written as, 

w = 3kBT/2 + m'v2~2 (12) 

where v 2 = Iv[ 2. In Eq. (12), the first term is the internal energy 
and the second term is the kinetic energy. 

The collision terms in Eq. (3),  (4),  and (5) are expressed as 

+ m*vZ/2 - 3knTLo/2) 
(13) 

{ OWLo~ C TLo - TA 
-~ --  LO - - - - - -  \ - b t - L  ~o_~ 

(14) 

where TLo is the LO phonon temperature, -7- e- LO is the energy 
relaxation time between electrons and LO phonons, CLo is the 
LO phonon heat capacity per unit volume, TA is the acoustic 
phonon temperature, and rLo-a is the energy relaxation time be- 
tween LO phonons and acoustic phonons. 

With these constitutive relations and Eqs. (6) and (7),  the 
energy conservation equations, Eqs. (3),  (4),  and (5),  reduce to 

OTe 1 2 
----~- -~- ~ . ( V T e  ) = - ~ T e ~ . V  -1- 3 - - - ' ~ B B ~ ' ( K e ~ T e )  

m ' v 2 ( 2  1 ) T ~ - T m  (15) 

" ~ - ' ~ -  ~-m Te:LO Te-LO 

OTLo 3 T¢ - TLo nm*v 2 TLo -- TA 
Qo Ot - 2  n k n - -  + - -  CLo (16) 

Te-LO 2Te-LO TLO- A 

OTA= 
CA-~- V'(KAVTA) + CLo TL° Ta (17) 

~LO-A 

In the derivation of Eq. (15), the time derivative of the voltage 
is neglected. 

The momentum conservation equation can be further simpli- 
fied (Yoganathan and Banerjee, 1992) by neglecting the transient 
and inertia terms of the left-hand side of Eq. (7).  Thus in con- 
junction with Eq. (2),  Eq. (7) becomes 

v - IzE - ~ ~7(nknT~) = 0 (18) 
e n  

Substituting Eq. (18) into Eq. (6),  we get 

O__~_Ot V . ( n # E )  - V . ( ~  V(nkBT~)}=O (19) 

We solve Eqs. (8),  (15), (16), (17), and (19) simultaneously 
to obtain voltage, electron temperature, LO phonon temperature, 
acoustic phonon temperature, and the electron number density. 

The physical properties needed for the computations are given 
in Table 1. The electronic thermal conductivity (Bhandari and 
Rowe, 1988) contains the parameter r (Wolfe et al., 1989), 
which is a function of TLo and varies between -0.37 for Tm = 
300 K and 0.5 for TLo = 1500 K. Taking into account the insig- 
nificant electron (Bhandari and Rowe, 1988) and LO phonon 
contribution to the thermal conductivity, the experimental data 
of thermal conductivity of GaAs can be regarded as the contri- 
bution of only acoustic phonons. We used a curve fit of the ex- 
perimental data (INSPEC, 1986) to get the correlation given in 
Table 1. All the LO phonons are assumed to have one frequency 
and therefore Einstein's model is used to approximate the heat 

Ph~ysical Prope r ty  

Electron Thermal 
Conductivity, ~Q [W/m-K] 

Acoustic Phonon Thermal 
Conductivity,, i¢ A [W/m-K] 

LO-phonon Specific 
Heat, C~Q [J/m3-K] 

Acoustic Phonon Specific 
Heat, C A [J/m3-K] 

Drift velocity, v d [m/s] 

E x p r e s s i o n  

~e = (nkB2~mTe/m*)(r+ 2.5) 

rA =AI/TAI'2; A1 = 5.44x104 W-K0'2/m (ND = 1014 cm "3) 

A 1 = 4.04x104 W-K0.2/m (Ni, ~ = 3x1017 era-3) 

CLO = 3.06x 105-2.40x 104(0LO/TLO) 1'940 

for 300 K < T~Q < 1500 K; 0LO = ,~OOLo/kB 

C A = 9.17x105-4.40xI04(OLO/TLO) 1.948 

for 300 K < TA < 1500 K; 0p = 344 K 

Vd=luE=luo(3OO/TLo)E forE<Eth;#o=8500 cm2/V-s 

Vd = (A2/E)+vs for E>Eth; A2 = #o(300/TLo)Eth2-vsEth, 
vs = 6.67XI05(300/TLO) m/s; Eth = 3.3x105 V/m at 300 K 

capacity (Kittel, 1986). The heat capacity of the acoustic pho- 
nons can be calculated using the Debye model (Kittel, 1986) 
where the Debye temperature 0o is equal to 344 K for GaAs 
(Landolt, 1982). 

The drift velocity, Vd, in GaAs is a function of the temperature 
and the doping concentration as well as of electric field. There 
exists a threshold field E,h below which the drift velocity in- 
creases linearly with the field and the mobility remains constant. 
For fields higher than E,h, the drift velocity decreases with in- 
creasing field and then finally reaches a constant saturation value 
for very high fields. We model this behavior as shown in Table 
1. Here # is the electron mobility as a function'of TLo and No, 
which varies as TZ~ for n-type GaAs near room temperature and 
#0 is the mobility of GaAs at 300 K (Sze, 1981 ). The saturation 
velocity v, is essentially independent of No and is inversely pro- 
portional to lattice temperature (Sze, 1981; Kramer and Mircea, 
1975). Although E,h is a weak function of temperature (Blake- 
more, 1982), it is assumed to be a constant given in Table 1, 
which is the value at 300 K. It must be noted that the drift velocity 
decreases with increasing lattice temperature in both regimes. 
However, when TLo increases, the electron temperature also in- 
creases, thus resulting in more energetic and faster electrons. 

The energy relaxation time between the electrons and the LO 
phonons re-Lo is equal to 0.1 ps (Collins and Yu, 1984). While 
the energy relaxation time between the LO phonons and the 
acoustic phonons rLo-a is reported to have a rather wide range 
(Lugli et al., 1989), we choose 8 ps for our calculation. The 
electron momentum relaxation time is expressed as (Wolfe et al., 
1989) 

rm = 4roF(r  + 2.5)/(3Vr~) (20) 

where F ( r  + 2.5) is the gamma function, and 

9.61 × lO-lS~r~;{exp(OLo/TLo)- 1} ( m ~  1'2 
"l'O= { e r _ e • l o l l 2 t O  I T xr (21) 

, L o ,  L o ,  ~ o ,  \~) 
where me is the electron rest mass. 

Computational Method 
We use finite difference methods to discretize the set of gov- 

erning equations in a two-dimensional MESFET structure. A 
central difference method is used to discretize the whole set of 
equations, except for the second term of the left-hand side of Eq. 
(15) where the first-upwind scheme is applied. A square uniform 
mesh is used over the entire computational domain. As we 
showed before (Fushinobu and Majumdar, 1992), any spatial 
mesh in a semiconductor must have a spacing of less than the 
Debye length (Sze, 1981 ). The Debye length Lo is a measure of 
how abruptly the free carrier concentration can change in space, 
and is written as: 

LD = ~/( ~,k~T)/(e2No) (22) 
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For instance, Ln is equal to 7.8 nm for No = 3 X 1017 cm -3 at T 
= 300 K. We use a 6.7 nm mesh for the entire computational 
domain. 

The boundary conditions are given as follows. For voltage, 
constant values are given at the source, gate, and drain contact 
(Dirichlet condition), and zero gradient normal to the boundary 
(zero electric field) is given at the rest of the boundary (Neumann 
condition). Note that at the gate contact, the sum of the Schottky 
barrier height, thn = -0.8 V (Sze, 1981), and the external gate 
voltage V~ is applied as the boundary condition. For LO phonon 
and acoustic phonon temperatures, constant heat transfer coeffi- 
cient h is given at the top and bottom boundaries. Although h 
value is varied to see the effect on the results (Fig. 8), a typical 
value is h = 103 W/m2K. An adiabatic condition is applied at 
the other boundaries because many FETs are arranged together 
and each boundary is assumed to be symmetric in real LSIs. An 
adiabatic boundary condition is applied for electron temperature 
at the entire boundary, too. For the electron number density, n = 
No is given at each of the source and the drain contact, and zero 
particle flux normal to the boundary is applied at the rest of 
boundary. 

We solve Eqs. (8), (15), (16), (17), and (19) simultane- 
ously. A fully implicit method is used for the time-marching 
scheme. At each time step, the Incomplete LU Decomposition 
Conjugate Gradient Squared (ILUCGS) method (Watanabe et 
al., 1989) is used to solve the Poisson equation. An ILUCGS 
method is also used for matrix inversion of each of Eqs. (15), 
(17), and (19) at each time step. 

We developed a trot-gallop technique for the time-marching 
scheme, in which we use two different time steps Ab (trot stage) 
and Ate (gallop stage) for iteration, where At, < Atg. Since 
~-e-LO = 0.1 ps, we observed that when we solve electron energy 
equation part (Eqs. ( 8 ), ( 15 ), and (19) ) with a time step bigger 
than 0.01 ps, the results showed physically unrealistic behavior. 
At the same time, since TLO-A = 8 ps, the lattice part (Eqs. (16) 
and (17)) allows a rather larger time step. Also, the electron part 
can reach steady state much faster than the lattice part. Although 
At = 0.01 ps would work for both lattice and electron equations, 
it is very time consuming to reach steady state for the lattice, 
since the relaxation time is 8 ps. To circumvent this problem, the 
trot-gallop technique solves the whole set of equations with the 
time step At, until a quasi-steady state is reached for T~ (trot 
stage). Note that due to the slow response of the lattice part to 
the applied electric field, their effect on the electron part is neg- 
ligible at this time level, and quasi-steady state can be achieved. 
Then, only the lattice part is solved with the bigger time step At x 
(gallop stage), and then all equations are again solved with the 
time step At, (trot stage). This procedure is repeated. The time 
steps At, and At# we choose are equal to 0.01 ps and 4.5 ps, 
respectively. 

All the results shown below are of a GaAs MESFET with gate 
length L~ = 0.2 #m. The doping concentration of the active layer 
and the semi-insulating substrate are 3 x 10 ~7 cm-S and 1 x 10 ~4 
cm -3, respectively. The thickness of the active layer and the 
semi-insulating substrate are both equal to 0.1 #m. 

The effect of the time step and the mesh size on the drain 
current are examined in order to validate the current values (At 

1 ' 5 L  ' I ' I ' I ' I ' I ' l ' 

IJ Effect of time step, AT 
1.0~ ~ zlt , sec 
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Fig. 5 Effect of the time step on the drain current (Vd, = 3 V, Vg = 0 V) 
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Fig. 6 Current-voltage characteristics of a 0.2/.¢m gate length MESFET 

= 0.01 ps and Ax = Ay = 6.7 nm). The computed drain current 
is plotted in Fig. 5 for different time steps, 10 -t4 s (=0.01 ps) 
and 10 -~5 s (=0.001 ps), and the two curves match very well. 
The comparison between two mesh sizes, 6.7 nm and 3.3 nm, 
gives the same results. The steady-state drain currents are com- 
puted to be 0.1827 mA/#m (6.7 nm mesh) and 0.1828 mA//zm 
(3.3 nm mesh), respectively. The results in the following session 
are thus independent of the time step and the mesh size. 

Results and Discussion 
Figure 6 shows a calculated current-voltage characteristic. 

The unit of the ordinate, mA/#m, means the drain to source 
current per 1 #m gate width. The gate width is the length of the 
gate contact normal to the x - y  plane defined in Fig. 4. It is clear 
that la saturates when Va.~ is increased. Also, when Vg is increased, 
the channel size is decreased, thus decreasing la. Another inter- 
esting feature is that the current values show peaks around Va~ = 
0.14 V. Since ud in Fig. 3 has a peak value at E = 3.3 × 10 5 V/ 
m, the electric current, which is proportional to u,:, is also ex- 
pected to have a peak value. 

Figure 7 shows the distributions of (a) voltage, V, (b) electron 
number density divided by the doping concentration of the active 
layer, n/ND, (C) Joule heating rate, J .E ,  (d) electron tempera- 
ture, Te, (e) LO phonon temperature, TLo, and ( f )  acoustic pho- 
non temperature, TA. The applied drain to source voltage VaT = 
3 V, and the gate voltage V~ = 0 V. Time level is t = 5 ns. 

In Fig. 7(a) ,  each contour line step is 0.3 V and the dashed 
lines denote negative values of the potential. We can see in Fig. 
7(a)  that for even Vg = 0~V, the voltage under the gate contact 
becomes negative due to the Schottky barrier. From this figure, 
we can also see that the major voltage drop occurs at the drain 
side of the channel under the gate. This means that the electric 
field in this region is higher than in the rest of the medium. 

The line step in Fig. 7(b) is 0.1 x (n/No) .  The depletion 
region can be clearly seen in this figure. This makes the current 
channel under the depletion region narrow. Since the channel is 
narrow, the current density becomes large in the channel. 

Since the current density J and the electric field E become 
higher in the gate channel, it is expected that the Joule heating 
rate is the highest around the region. Figure 7(c) shows the dis- 
tribution of the Joule heating rate due to the applied voltage. The 
line step is 5 x 10 ~5 W/m 3. One can clearly see that the Joule 
heating rate has a strong peak at the drain side of the active layer, 
as expected. It should be noted that the maximum value reaches 
about 4 × 10 ~6 W/m 3. With this extremely high Joule heating 
rate, we can expect a high temperature increase at this location. 

Figure 7(d) shows the distribution of local electron tempera- 
ture Te. The line step is 100 K. We can find a local hot spot at 
the drain side of the channel under the depletion region, with 
maximum temperature increase 1370 K. Note that it is not at the 
center of the channel due to the big potential drop at the drain 
side of the gate channel. 

Figures 7(e, f )  show the distribution of the LO phonon and 
acoustic phonon temperature, respectively. The line step is 1 K. 
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Fig. 7 Calculated result (Va, = 3 V, Vg = 0 V, t = 5 ns): (a) potential, V, V; 
(b) reduced electron number density, n/No; (c) heat generation rate, J. E, 
x l 0  ~7 W m a; (d) electron temperature, To, K; (e) LO phonon temperature, 
Tto, K; (f) acoustic phonon temperature, TA, K 

At this time (t = 5 ns), the electron temperature is much higher 
than the phonon temperatures. It can be understood that due to 
the applied high electric field, the electrons gain energy and be- 
come hot quickly; then the energy is transferred to the phonons 
and raises the phonon temperatures gradually. The acoustic pho- 
non temperature distribution shows that there is a hot region at 
the drain side near the gate. Recent experimental measurement 
of temperature within a device also indicates this behavior (Ma- 
jumdar et al., 1992; Lai et al., 1993). It is also observed that the 
acoustic phonon temperature gradient within the device is small 
compared with that of the electron temperature. This is due to 
the difference of the thermal conductivities. At 300 K and n/ND 
= 1, the thermal conductivities of the electrons and the acoustic 
phonons in the active layer are K~ = 0.161 W/mK, and KA = 42.9 
W/mK, respectively. Consequently, the gradient of TA becomes 
smaller than T~, and the acoustic phonon temperature increase 
becomes spatially more uniform within the device. This behavior 
is also shown in the experimental measurement (Majumdar et 
al., 1992; Lai et al., 1993). The LO phonon temperature distri- 
bution is similar to that of acoustic phonon temperature. This can 
be understood by considering Eq. (19). The LO phonon tem- 
perature is determined by the energy transfer rate from the elec- 
trons and to the acoustic phonons. Each of these rates is a func- 
tion of either C~ or CLO. The electron heat capacity is C~ = 3nkn/ 
2 = 6.21 W/m3K, and CLo is equal to 2.57 × 105 W/m3K at 300 
K. About four orders of magnitude difference between the heat 
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capacities of the electrons and the LO phonons indicates smaller 
temperature difference between TLO and TA than between Te 
and TLo. 

The value of the heat transfer coefficient h is fixed in the 
above-mentioned computation. However, this value is expected 
to have an effect on the results. Figure 8 shows the effect of h 
on the LO phonon temperature. As expected, the LO phonon 
temperature Tzo becomes lower and reach steady state faster as 
h is increased. The acoustic phonon temperature TA shows same 
tendency. The electron temperature, on the other hand, drops 
when h is small due to the energy transfer to the lattice. 

Although we use the trot-gallop technique discussed before, 
the time constant for the lattice to reach steady state is too long 
to follow with our time steps At, and Ats. However, since the 
temperature fields of both TLo and TA are somewhat uniform, as 
discussed in the last paragraph, an assumption of uniform in- 
crease of TLo and TA may suffice to show roughly the lattice 
temperature effect on the electrical characteristics. Figure 9 
shows the phonon temperature (TLo, TA) effect on the drain to 
source current Id. Here, the LO phonon (TLo) and the acoustic 
phonon (TA) temperatures are set to be equal (=T~, where the 
suffix ! denotes the lattice) and uniform in the entire device. Solid 
circles denote Id for various lattice temperatures. It can be seen 
that Id is reduced by 25 percent with a 100 K increase of Tz. An 
open triangle denotes the results without thermal analysis (Eqs. 
(15), (16) and (17)). This also reduces Id. These results suggest 
that the electrical performance cannot be predicted without thor- 
ough thermal analysis. 

C o n c l u s i o n s  

In this study, we have developed a simple model to study the 
heat generation and transport mechanism and their effect on the 
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electrical performance in a GaAs MESFET. Taking into account 
the nonequilibrium nature of the electrons and the phonons, a set 
of the particle, momentum, and energy conservation equations of 
the electrons and the energy conservation equations of LO pho- 
nons and acoustic phonons were developed and solved numeri- 
cally. 

Calculated results showed that at time level t = 5 ns, the elec- 
tron temperature T, is much higher than the LO phonon temper- 
ature TLo and the acoustic phonon temperature TA. Therefore en- 
ergy gained from the applied electric field is initially given to the 
electrons and increase the electron temperature more than 1200 
K, and then gradually transferred to the phonons thereby raising 
the phonon temperatures. 

The results also showed that there is a hot spot in a device at 
the drain side of the gate channel. This is due to the high electric 
field and the large current density in this region. This result sug- 
gests that it is important to reduce the locally higher electric field 
and to keep the current density as uniform as possible. An opti- 
mum position of a gate contact can be investigated by compu- 
tation as in the present study to minimize the heat generation in 
a device. 

The phonon temperature increase seems to have considerable 
effect on the electrical performance of the GaAs MESFET. This 
means that an electrical analysis without thermal consideration 
is not sufficient to predict electrical performance. 
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Holographic Interferometry 
Study of Spatially Periodic Heat 
Transfer in a Channel With Ribs 
Detached From One Wall 
The effects of  clearance ratio ( C/H ) and Reynolds number (Re) on the turbulent heat 
transfer and friction in a rectangular duct with ribs detached from one wall were 
characterized quantitatively using laser holographic interferometry and pressure mea- 
surements. The investigated flow was periodic in space both hydrodynamically and 
thermally. C/H and Re were varied from 0.25 to 1.5 and 5 × 103 to 5 × 10 4, respec- 
tively. The obtained interferograms, local ( Nu ) and average ( Nu ) Nusselt number, and 
thermal performance (NuJNu~)  allowed the critical C /H characterizing dif- 
ferent mechanisms of  heat transfer augmentation to be identified and allowed a com- 
parison of  Nu, Nu, and NuJNu~ among the detached ribbed duct, the attached ribbed 
duct, and the smooth duct to be made. It was found that the detached ribbed geometry 
has the advantage o f  eliminating the hot spots behind the attached ribs. Optimal clear- 
ance ratios for  heat transfer enhancement between the present periodic detached ribs 
and previous single detached cylinder were also compared. Furthermore, compact heat 
transfer and friction correlations were developed for a detached ribbed duct for  the 
first time. 

Introduction 

Ducts with rib-disturbed walls are often adopted in heat 
exchange systems for augmentation of the heat transfer (Han et 
al., 1985; Metzger et al., 1990; Bergles, 1988; Liou and Hwang, 
1992a, b). The main feature in modeling this kind of flow field 
is that an equivalent roughness factor often cannot be assumed 
for the discrete ribs since the ribs disturb the core flow signifi- 
cantly (Davalath and Bayazitoglu, 1987; Liou et al., 1993a). To 
promote the advancement of computational simulations on the 
ribbed-channel flows (Liou et al., 1992; Acharya et al., 1993), 
detailed measurements of the flow structure and local tempera- 
ture distribution over the repeated ribs are imperative. Moreover, 
previous heat transfer (Liou and Hwang, 1992a) and fluid flow 
(Liou et al., 1993a) studies indicated that for the solid ribs at- 
tached on the walls, the heat transfer locally deteriorated imme- 
diately behind the ribs. To remove the local heat transfer dete- 
rioration in the rear concave corners of the attached solid ribs, 
heat transfer measurements in a channel with perforated ribs 
mounted on the walls have been performed (Hwang and Liou, 
1993 ) and the results showed that perforated ribs could eliminate 
the aforementioned heat transfer deterioration. The present paper 
focuses on the friction and heat transfer measurements in a rec- 
tangular duct with periodic solid ribs positioned at a small dis- 
tance from one wall. The detached solid ribs are adopted as a 
possible alternative to the perforated ribs for manufacturing con- 
cern. 

For works on detached ribbed duct flows, many of the previous 
studies were concerned with the fluid flow around a circular 
(Bearman and Zdravkovich, 1978; Oyakawa and Mabuchi, 1983; 
Marumo et al., 1985; Taniguchi and Miyakoshi, 1990), a trian- 
gular (Kamemoto et al., 1984), and a square (Suzuki et al., 
1993a, b) cylinder near a plane wall. Among these studies, ad- 
ditional heat transfer measurements were made by Oyakawa and 
Mabuchi (1983) and Marumo et al. (1985) and computations by 
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Suzuki et al. ( 1993a, b). Their major results related to the present 
work are: ( 1 ) Heat transfer deterioration that occurs just down- 
stream of an attached cylinder can be removed by displacing the 
cylinder a small distance from the wall; (2) heat transfer aug- 
mentation is most effective when the ratio C/H of the clearance 
(between the cylinder and the wall) and the cylinder diameter is 
0.5; (3) the enhancement disappears far downstream from the 
cylinder (Marumo et al., 1985). This third point suggests that to 
maintain an effectively enhanced heat transfer over a long sur- 
face, cylinders must be placed in an array at an appropriate 
streamwise pitch. 

For multiple detached ribs, Kawaguchi et al. (1985) investi- 
gated the heat transfer promotion with a number of circular cyl- 
inders positioned in a line and near one wall at various stream- 
wise pitches by measuring the heat transfer coefficient. However, 
they did not conclude a specific value of the spatial pitch between 
cylinders for the optimum heat transfer enhancement. Oyakawa 
et al. (1986) studied how the heat transfer augmentation in the 
fully developed region is affected by the geometric shape (a 
straight band plate, an angled band plate, and a T band plate) and 
clearance of the turbulence promoters, which are set in a stag- 
gered arrangement near two opposite walls of a rectangular duct. 
The roles of the Karman vortex shedding and reattachment were 
documented in detail. Some shapes of turbulence promoters were 
found to provide a marked improvement in thermal performance 
as compared with previously reported cylinder case. Karniadakis 
et al. (1988) revisited Reynolds' analogy for the geometry sim- 
ilar to that used by Kawaguchi et al. ( 1985 ) at Reynolds numbers 
ranging from 100 to 525. They found that small-cylinder super- 
critical eddy-promoter flows roughly preserve the convective- 
diffusive Reynolds analogy. It thus follows from the transport 
stability theory that eddy-promoter laminar flows achieve the 
same heat transfer rates as lower Reynolds number plane-channel 
turbulent flows while incurring significantly less dissipation. For 
duct flows with a staggered array of circular cylinders near two 
opposite walls, Yao et al. (1987, 1989) found that after the first 
three cylinders, an almost fully developed state was attained ther- 
mally and hydrodynamically and that an averaged Nusselt num- 
ber more than three times larger relative to that in the smooth 
duct flow can be achieved. Moreover, the measured distribution 
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of the local Nusselt number was found to be similar in shape 
regardless of  the Reynolds number (8 × 103 < Re < 6 × 104). 

As far as the experimental techniques are concerned, hot-wire 
anemometers and flow visualization methods were respectively 
used to characterize the flow field quantitatively and qualita- 
tively, and thermocouples were used to measure the temperature 
distribution in the aforementioned works. The present paper em- 
ploys nonintrusive laser holographic interferometry (LHI)  for 
quantitative measurements of the local heat transfer coefficients 
in a rectangular duct with a rib array located near one wall and 
placed transverse to the streamwise direction. The paper also ad- 
dresses the following: (1) For duct flows with a detached rib 
array, no data have been reported for square ribs. Laminar flow 
and heat transfer studies were previously performed with only a 
single detached rib. The present study thus focuses on the tur- 
bulent heat transfer and friction in a duct with a detached square- 
rib array. (2) Heat transfer enhancement is most effective as C~ 

H = 0.5 for the single detached cylinder case. It is important in 
the present study to determine how this optimal value of C / H  is 
influenced by the rib shape and the presence of consecutive ribs. 
(3) Semi-empirical correlations of fully developed heat transfer 
and friction in terms of the clearance ratio and Reynolds number 
are developed in the present paper for a duct with detached ribs. 
Such correlations have not been proposed in the past for ducts 
with a detached rib array, and may be helpful for the design of 
related devices such as compact heat exchangers and internal 
cooling passages of the turbine blades. 

Experimental Program and Conditions 

Apparatus. Figure 1 shows the overall arrangement of the 
present real-time holographic interferometer. The laser used is an 
argon-ion laser, Spectra-Physics Model 2000. After passing 
through a shutter, the laser beam is divided into two equal com- 
ponents by a beam splitter. One beam, the reference beam, by- 
passes the test section and is expanded and filtered by a spatial 
filter• The expanded wave is subsequently collimated to a planar 
wave by a collimated lens. The other beam, the object beam, is 
also expanded, filtered, and collimated to a planar wave by a 
spatial filter and a collimating lens. Both the planar waves fall 
onto the holographic plate with an angle of 30 deg. Before the 
ribbed wall is heated, the hologram is exposed so that the com- 
parison wave is recorded. When the planar object wave passes 
through the heated test section, it is distorted as a result of the 
refractive index field generated by local temperature variation in 

Shutter Beam 1 
. . . .  Splitter . / 
I AI* Laser ~ = ~ ~Mlrror / 
I • u ,L r'~'~"lBeam Steering/ 

• I Device • Spattal , 
I Object Beam ~Filter , , / I . . . .  Reference Beam/\ ,, [ 
I / \ ~ Settti,ng 
[ Flow / \ I Chamoer/ 

/ I I, ,o=,f3eam Steering / 
/ I I ~ Lens # uev,ce / 

/ / ,¢- Spatial Filter / 
I t - ~  / / , / f , ~  Lens / 

/ ' ~ Holographic Plate / 

Fig, 1 Schematic drawing of overall experimental system 

the test section• The distorted object wave passes through the 
hologram where it interferes continuously with the comparison 
beam reconstructed by the reference wave. Thus an instantaneous 
interference field forms behind the hologram plate• A combina- 
tion of  the holographic film plate holder and a liquid gate is used 
to provide in-place development of the film plate as required for 
subsequent real-time work. The photographic emulsion 8E56, 
made by Agfa-Gevaert Ltd., is found to be a suitable recording 
material for combining a good compromise between light sen- 
sitivity and resolution• To adjust the unwanted interference 
fringes caused by a shrinkage of the photographic emulsion in 
the developed and fixed processes, the liquid gate associated with 
the film plate holder is mounted on a multi-axis micropositioning 
base. This arrangement is designed to provide submicron posi- 
tioning of the hologram in linear (three orthogonal axes) and 
rotational directions• The instantaneous interference field is dig- 
itized by a CCD camera (COHU, Model 6400), which allows 
512 pixel resolution with 256 gray levels per pixel, and recorded 

N o m e n c l a t u r e  

A = half-width of channel Nu.~ = 
B = half-height of channel 
C = clearance between rib and wall 
cp = specific heat at constant pressure P = 

D e = hydraulic diameter = 4B/(1 + B/A)  P i  = 

f = (Darcy) friction factor Pr = 
H = rib height Q = 
h = heat transfer coefficient 
kf = air conductivity 
m = mass flow rate qco,,v = 

Nu = local Nusselt number 
Nu = average Nusselt number Re = 

Nup = periodic fully developed average T = 
Nusselt number for the ribbed Tb = 

duct 
Nu, = average Nusselt number for the Ti,, = 

smooth duct (at the same mass 
flow rate) Tw = f,,= 

average Nusselt number for the 
smooth duct (at the same pump- 
ing power) 
pressure 
rib pitch 
Prandtl number 
quantity of heat given to air 
from entrance to the considered 
cross section of the duct 
local convective heat transfer 
flux from the wall 
Reynolds number 
temperature of air 
local bulk mean temperature of 
air 
air temperature at duct inlet (i.e., 
room temperature) 
local wall temperature 
average bulk mean temperature 
of air 

T,, = average wall temperature 
U = axial mean velocity 
X = axial coordinate (X = 0 at inlet 

reference, Fig. 2) 
XN = axial coordinate (X = 0 at rib rear 

edge, Fig. 2) 
Xh = axial coordinate for heated test 

section, Fig. 2 
Y = transverse coordinate, Fig. 2 
Z = spanwise coordinate, Fig. 2 
p = air density 

Subscripts 
b = bulk mean 

c r  = critical 
N = rib index 
s = smooth 

w = wall 
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on a VHS videocassette recorder for storage and further image 
processing. 

In addition to the flow field temperature measured by LHI, the 
wall temperature of the test section is measured by copper-con- 
stantan thermocouples (i.e., T type). The junction-bead of the 
thermocouple is about 0.15 mm in diameter. The temperature 
signals are transferred to a hybrid recorder (Yokogawa, DA- 
2500) with 30 channels. All of the data are then sent to a PC- 
AT via GPIB interface. The preprocessing of the raw data can 
be carried out by use of a built-in BASIC program by which the 
nondimensional parameter can be calculated. The static pressure 
at the test section is measured by a microdifferential transducer 
(Kyowa), which is connected to pressure taps. The measured 
pressure signals are subsequently amplified by an amplifier 
(Kyowa WGA-200) and read from a digital readout. 

Test Section. The airflow is drawn into the test section from 
a temperature-controlled laboratory by a centrifugal blower (Fig. 
1 ), which is situated in a service corridor outside the laboratory 
to minimize vibration. The coordinate system, construction, and 
dimension of the test duct are sketched in Fig. 2. The test duct, 
as shown in Fig. 2, is 1600 mm long and has a rectangular cross 
section of 160 mm by 40 mm ( Y Z  plane). The sharp-edged alu- 
minum ribs investigated are 160 mm in length and 5.2 mm in 
width and height (H/De  = 0.08 or H / 2 B  = 0.13 ) and positioned 
at a distance C from the bottom wall (stainless-steel sheet, 0.3 
mm in thickness) of the test duct. The rib angle-of-attack and 
pitch-to-height ratio are 90 deg and 10, respectively. Thermofoils 
of thickness 0.18 mm are attached uniformly between the alu- 
minum plate and a 6-mm-thick fiberglass board to insure good 
contact. In addition, a piece of Bakelite wood (30 mm in thick- 
ness) is used to prevent heat loss from the back side of the heated 
plate. The thermal resistance of the glue (0.13 mm thick or less), 
used at each of the above-mentioned interfaces, is negligible (less 
than 2 percent). For wall temperature measurements, as shown 
in Fig. 2, the region of optical view is instrumented with 60 
thermocouples distributed along the spanwise centerline (Z = 0) 
of the heated plate. Two Pitot tubes situated at X / D e  = 11.8 and 
14.2 are used to measure the static pressure drop for the fully 
developed duct flows. The pressure drop of the present work is 
based on the unheated flow conditions. 

Experimental Conditions. The parameters investigated in- 
clude the Reynolds number (based on the hydraulic diameter and 
cross-sectional bulk mean velocity of the ribbed duct), from 
5000 to 50,000, and the channel-wall-rib clearance to rib height 
ratio, C / H  = 0, 0.25, 0.38, 0.58, 1.0, and 1.5. The majority of 
temperature measurements were done for the region between the 
15th and 17th ribs (148 ~ X / H  ~ 171 or 12 _< X/De -< 14 or 
2.5 ~ Xh/De --< 4.5, Fig. 2) where the air flow was both hydro- 
dynamically (Liou and Lin, 1988) and thermally (Han, 1988; 
Liou and Hwang, 1992b) fully developed. The hydrodynamic 
and thermal periodicity based on the present friction factor and 
local Nusselt number distributions are within 4.3 and 3.2 percent, 
respectively. The two dimensionality of the actual temperature 
field, and thermal boundary conditions of the test section were 
described in detail in Liou and Hwang (1992a), and will not be 
elaborated on in the present paper. 

Data Analysis and Uncertainty. The entire investigated tem- 
perature field is revealed by the infinite-fringe interferometry, 
which enables the calculations of local and average heat transfer 
coefficients (Hauf and Grigull, 1970). The significant errors of 
the interferometry usually encountered are the end effect and the 
refraction effect errors. By using the interferometry error analysis 
suggested by Goldstein (1976), it is found that the resulting er- 
rors in the fringe shift due to the end and refraction effects are 
about 6 percent and 4 percent, respectively. The convection heat 
transfer coefficient of the heated wall can be presented in terms 
of the local Nusselt number Nu, which is defined as 

Nu = h .De /k /=  - ( d T / d Y ) w .  Dfl(Tw - Tb) (1) 

where (dT/d Y)w is determined by curve fitting, based on a least- 
squares method through the near-wall values for temperature and 
fringe shift; Tw is read from the thermocouple output; 2and Tb is 
calculated from an energy balance, Tb = Ti, + Q / ( m . c , ) ,  where 
Q is the quantity of heat given to air from entrance to the con- 
sidered cross section of the duct and can be obtained by the in- 
tegrated form of f~ [ k i • ( dT/  dY )w. 2A ]. dX. The maximum un- 
certainty of the local Nusselt number is estimated to be less than 
8.1 percent for all of the cases by the uncertainty estimation 
method of Kline and McClintock (1953). The average Nusselt 
number for the periodically fully developed region is evaluated 
by the following equation: 

Plexlglass 
Entrance Duct Heated Test Duct 

Plexlglass Duct 
Exit to Blower 

! : 
1IT. ~ 

: Pltot Tubes 

: 60 Thermocouples Along Z=O 
Of The Heated Plate 

Rectangular Ribs 

[~] 0.3mm Thick Stalnless Plate 
I 0.18 mm Thick Thermofoll 

30ram Bakelite Plate 

Fig. 2 Coordinate system, construction, and dimension of test duct 
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Fig. 3 Friction factor versus Reynolds number 

N~p = q .... • D e / [ k f ' ( W w  - '~b)] (2) 

where qconv is the convective heat flux from the wall and is esti- 
mated by subtracting the heat loss from the supplied electrical 
input, Tw is the average wall temperature in one rib pitch, and ~, is 
the average bulk mean temperature of air. The maximum un- 
certainty of Nup is estimated to be less than 9.8 percent. The 
local Nusselt number of the present study is normalized by the 
Nusselt number for fully developed turbulent flow in smooth cir- 
cular tubes correlated by Dittus and Boelter (1930) as: 

Nu/N--u, = Nu/(0.023" Re °'8. Pr °'4 ) ( 3 ) 

The following equation is used to calculate the Darcy friction 
factor of the periodically fully developed flow: 

f =  [ ( - A P / A X ) ' D e ] / ( p '  U2/2) (4) 

In this expression, A P / A X  is an axial pressure gradient, which 
is evaluated by taking the ratio of the pressure difference and the 
distance of  two successive Pitot tubes. The maximum uncertainty 
of f i s  estimated to be less than 7.3 percent. 

R e s u l t s  a n d  D i s c u s s i o n  

A v e r a g e  F r i c t i o n  F a c t o r .  Figure 3 depicts the Reynolds 
number dependence of average friction factor for periodic fully 
developed duct flows with various wall-rib clearance to rib height 
ratios. Some previous results made by other researchers for dif- 
ferent rib geometries and arrangements are also included in Fig. 
3 for comparison. All the curves show a decrease of f with in- 
creasing Re and an increase of f by displacing the ribs a small 
distance from the wall for both one-wall and double-wall ribbed 
duct flows. The reason for the latter trend is partly that for the 
present case the detached ribs have four wetted surfaces, whereas 

the attached ribs have three wetted surfaces. More specifically, 
Fig. 3 indicates that for the present one-wall ribbed duct flows a 
small distance displacement of the ribs from the wall increases 
the friction loss approximately 5.5-7.5 and 1.6-1.9 times over 
those of the smooth wall case and the ribbed wall case with ribs 
attached to the wall, respectively, for the test ranges of C/H, Pi/ 
H, and Re. 

The effects of the Reynolds number (5 X 103 ~- Re ~ 5 x 
10 4) and the clearance between the rib and the wall (0.25 ~ C~ 
H -< 1.5) on the average friction factor for the present test con- 
ditions can be correlated by the following expression: 

f = 7.96' Re -o.4o. (C/H)  -oo6 (5) 

where the constants are obtained by curve fitting, based on a 
least-squares method through the measured data shown in Fig. 
3. The maximum deviations of the measured data from these 
correlation are _+9.8, 9.0, 9.1, 4.1, 9.9, and 9.0 percent for C/H 
= 0.25, 0.38, 0.50, 0.58, 1.0, and 1.5, respectively. 

I n t e r f e r e n c e  P a t t e r n s .  Figures 4 and 5 show typical exam- 
ples of the holographic interferograms at various clearances and 
Reynolds numbers, respectively. The mean flow direction is from 
left to right. For small clearance C/H = 0.25 (Fig. 4b), the fringe 
patterns near the rib top and behind the rib are more similar to 
those for the attached rib case (C /H = 0, Fig. 42, Lieu et al., 
1993b) since the fluid flows at a lower velocity through the 
smaller gap between the rib and wall. This subsequently turns 
upward immediately downstream of the gap exit, as shown by 

F l o w  
D 

(a) C/H=0, Lieu et al. (1993b) 

F l o w  
iB 

(b) C/H=0.25 

F l o w  

(c) C/H=0.38 

F l o w  
P 

(d) C/H=1.0 
Fig. 4 Variation of the holographic interferogram with various C l H  for 
Re = 5000, Pi /H  = 10, H/2B = 0.13, and - 2  _< XN/H --< 11.2 
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F low 
I t  

(b) Re=10000 

F l o w  
l= 

(c) Re=20000 

F l o w  

(d) Re=40000 

Fig. 5 Variation of the holographic interferogram with Reynolds number 
for C/H = 0.38, Pi/H = 10, H/2B = 0.13, and - 2  _< XN/H ~ 11.2 

region near the heated wall play the main role for the overall heat 
transfer augmentation. A comparison of Figs. 4(c, d) further 
reveals that the temperature gradients near the heated wall and, 
in particular, between the rib base and the heated wall decrease 
with increasing C/H.  This is because the convective heat transfer 
and hence the flow acceleration through the gap decreases with 
increasing C/H.  It should be pointed out that the aforementioned 
results are valid for the test ranges of Reynolds number and clear- 
ance ratio, 5 x 103 --< Re _< 5 × 104 and 0 ~ CIH -< 1.5. 

The effect of Reynolds number on the fringe pattern is depicted 
in Fig. 5 for the case of C / H  = 0.38. It is seen that the number 
of fringes between the rib and the heated wall decreases with 
increasing Reynolds number due to the reduction in the differ- 
ence between the Tw and Th in the periodic fully developed flow 
regime with increasing Re (Liou and Hwang, 1992a, b). 

L o c a l  H e a t  T r a n s f e r .  From the information of the whole- 
field air temperature distributions provided by the interferograms, 
the centerline local heat transfer coefficient of the heated wall 
can be calculated. Figure 6 shows the distributions of the local 
Nusselt number ratio along the wall for various C/H.  The Reyn- 
olds number, rib pitch-to-height ratio, and rib-to-channel height 
ratio are fixed at values of 20,000, 10, and 0.13, respectively. It 
is noticed that the hot spots (Nu/Nu, < 1) around the concave 
corners behind the attached ribs ( C / H  = O) (Liou and Hwang, 
1992a) do not occur with the detached-ribbed wall ( C / H  -~ 0).  
The average level of heat transfer enhancement (Nu/Nu, > 1 ) 
increases as C / H  increases from C / H  = 0 to C / H  = 0.38. Be- 
yond C / H  = 0.38, the level of Nu/Nu, decreases with increasing 
C/H.  The reason for this trend has been addressed in the last 
section. C / H  = 0.38 provides the highest enhancement of wall 
heat transfer among the tested C / H  due to the corresponding 
highest forced convection resulting from the highest acceleration 
of the flow between the rib base and the heated wall. This value 
of C / H  is different from the optimal value C / H  = 0.5 reported 
previously for a fiat plate boundary layer disturbed by a single 
detached cylinder without considering the interaction between 
consecutive ribs (Marumo et al., 1985). It is also noted in Fig. 
6 that the heat transfer enhancements are comparable between 
the present duct flow with detached ribs on one wall and the 
previous duct flow with a staggered array of cylinders (Yao et 

the significantly distorted fringe in Fig. 4(b),  due to the entrain- 
ment of the recirculating flow behind the rib. Consequently, a 
large amount of heat can be transferred from the heated wall to 
the rib from which heat is further convected by the core fluid 
near the rib top and recirculating fluid near the rib rear face in 
the way similar to the attached rib case. For C / H  > 0.25, Figs. 
4(c, d), the gap is large enough to play the role of a nozzle, as 
evidenced by the contraction and expansion of the interference 
fringes in front of, beneath, and behind the rib. A large amount 
of heat conducted from the heated wall has, therefore, been con- 
vected by the fluid that is accelerated through the gap between 
the rib base and the heated wall. This is noted by the increased 
number of thin fringes and the narrow fringe spacings and, in 
turn, the steep temperature gradients around the rib base and near 
the heated wall. Hence, there is a reduction of heat transfer rate 
on the rib top and rib rear face for C / H  = 0.38 and 1.0. On the 
other hand, the wake flow behind the detached rib tends to re- 
strain the wall jet from spreading out. The wall jet shear layer 
and the associated turbulent transport enhancement thus remain 
adjacent to the heated wall for the central and latter part of the 
inter-rib region (0 < XN/H < 9), as can be judged from the 
dense fringes in the corresponding regions. This rationale illus- 
trates the difference in fringe patterns between cases of C / H  = 
0-0.25 and C / H  = 0.38-1.0 and suggests the existence of a 
critical clearance ratio (0.25 < (C/H) ,r  < 0.38) above which 
the heat transfer from the rib surface to the core fluid is insignif- 
icant and the forced convection enhancement in the clearance 
region as well as turbulent transport enhancement in the inter-rib 

I I I I I I I I I I - I  

This s tudy  (Pi /H=10,H/2B=0.13)  
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" " " Liou & Hwang(1992a) 
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Fig. 6 Distributions of local ¢enterline Nusselt number ratio along the 
heated wall for various CIH 
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Fig. 7 Reynolds number dependence of the average centerline Nusselt 
number ratio: (a) ribbed duct with vadous C/H; (b) smooth duct 

al., 1987) at nearly the same C/H = 0.38-0.4 and Pi/H = 10 
although the Reynolds number and rib height are__different. Both 
cases reveal two major local peak values of Nu/Nus. One is lo- 
cated at about XN/H = 8.5 (close to the rib's bottom salient) and 
the other at the half rib width XN/H = --0.5 beneath the rib. Both 
the temperature gradient and mean velocity gradient are steep 
due to an approach of the shear layer to the rib wall by sudden 
contraction of the flow around the rib's bottom salient and to the 
enhanced forced convection of the flow's acceleration through 
the gap, as judged by the qualitative observation of the fringe 
distributions in the corresponding regions. 

A v e r a g e  N u s s e l t  N u m b e r .  The Reynolds number depen- 
dence of the average centerline Nusselt number ratio for various 
C/H is plotted in Fig. 7, where the average Nusselt number is 
nondimensionalized by the Dittus-Boelter correlation, which 
provides a good representation of the present data for a smooth 
duct. It can be seen that ribbed duct flows with C/H = 0-1.5 all 
give rise to substantial enhancement relative to the smooth duct, 
ranging from 50 to 240 percent. The extent of the enhancement 
is larger at lower Reynolds numbers. As addressed in the last 
section, the average Nusselt number ratio for the C/H = 0.38 
case is the highest enhancement,__!anging from 170 to 240 per- 
cent. Beyond C/H = 0 38, Nu/Nu, decreases with increasing C~ 
H. The most significant conclusion that can be drawn from Fig. 
7 is that for C/H > 0.58 of the tested C/H the average Nusselt 
number ratios are lower than those of the attached rib case, C/H 
= 0 (Liou and Hwang, 1993b). The explanation of this fact is 
as follows: For larger clearance between the heated wall and the 
ribs, the forced convection by the fluid flowing through the clear- 
ance is weaker and the extended surfaces provided by the ribs 
do not effectively, as compared with the attached rib case, trans- 
fer the heat to the core fluid due to a reduction of heat conduction 
from the heated wall to the detached ribs caused by the presence 
of the larger clearance. In other words, for the detached ribs with 
CIH > 0.58 the ribs act more practically as a turbulator only. 

With the values presented in Fig. 7, the average Nusselt num- 
ber ratios for the duct flows with detached ribs can be further 
correlated in terms of the rib and flow parameters as below: 

NuJNu~ = 9.33. Re -o. 16. (C/H) -032 

(5 X 103 --< Re --< 5 X l0 4, 0.25 --< C/H _< 1.5) (6) 

where the constants are obtained by curve fitting, based on a 
least-squares method through the measured data shown in Fig. 
7. The maximum deviations of the experimental data from the 
Eq. (6) are ±1.1, 4.0, 5.0, 1.8, and 4.1 percent for C/H = 0.25, 
0.38, 0.58, 1.0, and 1.5, respectively. 

T h e r m a l  P e r f o r m a n c e .  In the present study, the thermal per- 
formance is evaluated by comparing the average heat transfer 
coefficient for a duct with detached ribs with those for a smooth 
duct without ribs and for a duct with attached ribs (Liou and 
Hwang, 1993b) per unit pumping (or blowing) power for a con- 
stant heat transfer surface. In order to impose the constraint of 
equal pumping power, it is necessary to find the relationship be- 
tween the Reynolds number relative to the ribbed duct (Re) and 
the corresponding Reynolds number for the smooth duct (pro- 
portional t o f  ,/3. Re) that yields the same pumping power (Liou 
and Hwang, 1992b). The relationship obtained is plotted in Fig. 
8. As expected from Fig. 3, a ribbed duct has to be operated at a 
lower Reynolds number because of increasing friction loss. For 
ribbed ducts, the detached-rib case has to be operated at a slightly 
lower Reynolds number than the attached-rib case to keep equal 
pumping power. It is also noted that for the detached-rib case the 
difference between the two Reynolds numbers is only slightly 
dependent on the clearance ratio C/H. 

The pumping power required to feed the fluid through the duct 
is proportional to f .  Re 3. Thus in Fig. 9 the performance shown 
by the ratio of ~ e / N u $  is plotted against f ' /3 .  Re, where Nut  
is the average Nusselt number for a smooth duct with the flow 
rate at which the pumping power is the same as that obtained in 
the ribbed duct. The calculation of the NuT had been described 
in detail by Liou and Hwang (1992b). It is clear in this figure 
that the improvement in the Nusselt number ratio of the duct with 
detached ribs and C/H < 0.58 is more pronounced than that of 
the duct with attached ribs. For CIH > 0.58, the thermal perfor- 
mance of the duct with detached ribs is lower than that of the 
duct with attached ribs. It should be further noted that at the 
higher Reynolds number range the thermal performance is even 
poorer (Nup/Nu~ < 1) in comparison with that of the smooth 

, ¢  

Jo 
× 

20 

10 

5 

2 

1 

0.5 

0.2 
0.3 

I I I I I , I I I I 

10.25 --0- l o  
1.5 

--e-- A t t a c h e d  Ribs(C/H=O) 

L i o u  & H w a n g ( 1 9 9 3 b )  

D e t ~  

t 

/ / /  ~ - -  S m o o t h  D u c t  

I I 

, , , , , , I  , , , , ~ L 

0 .5  1 2 5 8 

R e × 1 0  - 4  

Fig. 8 Relationship between Re for ribbed ducts and f t~a" Re for smooth 
ducts under equal pumping power constraint 

Journa l  of  H e a t  T ransfer  F E B R U A R Y  1995, Vol. 117 / 37 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3,0 

2.0 

1,0 

I I I I I I I 

Attached Ribs(C/H=0) 
• Liou&Hwang(1993b) . 
Detached Ribs(C/He0) 

i:1  

i I 

0 . 0  i l l  i I i I I J i l i  
l 5 10 

fl/a Rexl 0 ~ 
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duct. Consequently, the usage of the detached ribs at the low 
Reynolds number range and with C/H < 0.58 is recommended. 
For the present tested conditions, a thermal performance im- 
provement as high as 100 percent, relative to a smooth duct, can 
be achieved with the C/H = 0.38 case. 

Concluding Remarks 
This paper has presented experimental results for turbulent 

heat transfer and friction in the periodic-fully developed region 
of a 4:1 aspect ratio rectangular duct with square ribs displaced 
a small distance from one of the walls. The main parameters 
studied are the clearance ratio and Reynolds number. The new 
and significant information presented here is that: ( 1 ) There ex- 
ists a critical clearance ratio, as evidenced by the LHI interfero- 
grams, above which the heat transfer augmentation is mainly 
achieved by the enhanced forced convection and turbulent trans- 
port along the heated wall; (2) there exists a critical clearance 
ratio below which the heat transfer augmentation is attributable 
to the extended surfaces provided by the ribs and the approaching 
of the separated shear layer from the rib top toward the heated 
wall; (3) there exists a critical clearance ratio, below which the 
average Nusselt number and thermal performance at a constant 
pumping power for the duct flow with detached ribs are higher 
than with attached ribs; (4) there exists a critical clearance ratio 
above which the trend is reversed and, moreover, the thermal 
performance for the detached ribbed ducts is even poorer than 
for the smooth ducts at the high Reynolds number range. These 
characteristics are useful references of practical applications and 
tests of computational models. Furthermore, compact correla- 
tions of the friction and heat transfer in terms of the clearance 
ratio and Reynolds number for duct flows with detached ribs are 
obtained for the first time. 

The hot spots around the concave comers behind the attached 
ribs, reported previously, are found to be absent for the present 
duct flows with detached ribs. Heat transfer augmentation for a 
flat plat boundary layer disturbed by a single detached cylinder 
was reported previously by others to be most effective as C/H 
= 0.5. The present study shows that the effects of multiple de- 
tached ribs and rib shape modulate this value to C/H = 0.38 
among the tested C/H. For C/H = 0.38 the heat transfer and 
thermal performance enhancement over the smooth duct can at- 

tain values as high as 170 to 240 percent and 80 to 100 percent, 
respectively, for the test range of Reynolds number. 
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A Correlation for.Heat Transfer 
and Wake Effect in the Entrance 
Region of an In-Line Array of 
Rectangular Blocks Simulating 
Electronic Components 
An experimental investigation is carried out to study heat transfer in the entrance region 
of an array of rectangular heated blocks. The focus of the work is on the entrance heat 
transfer coefficients and the associated thermal wake effects. The experiments were 
performed with air as the working fluid. The geometric parameters of the array were 
varied in the range identified with B/L = 0.5, S/L = 0.128-0.33, and H/L = 0.128- 
1. The Reynolds number, based on the height above the blocks and the fluid mean 
velocity in the bypass channel, ranged from 3000 to 15,000. The adiabatic heat transfer 
coefficients and thermal wake effects are correlated for the entrance region. These 
correlations are incorporated into a user-friendly FORTRAN program, which can be 
used by the engineers to predict the working temperatures of the components of circuit 
boards with similar layout. A typical computer output indicated that the mean deviation 
between the measured and predicted temperatures is 11.0 percent. 

Introduction 
An experimental investigation is carried out to measure and to 

correlate the convective heat transfer coefficient and thermal 
wake effect in the entrance region of an array of rectangular 
blocks. The correlations presented in this paper are intended to 
be used by the practitioners to predict the temperature of the 
electronic components, which have a similar geometric layout 
and especially short entrance lengths. The range of parameters 
employed in this work is close to that often encountered in the 
computer industry. 

The subject of heat transfer in arrays of rectangular blocks, 
especially for the periodic fully developed flow, has been ad- 
dressed by many investigators. Sparrow et al. ( 1982, 1983) have 
reported heat transfer and pressure drop in arrays of rectangular 
blocks with barriers and missing blocks. They used a mass trans- 
fer technique with the heat-mass analogy to obtain the so-called 
adiabatic heat transfer coefficient. The focus of their work was 
to study the effect of the missing block and barriers on thermal- 
hydraulic behavior of the array. 

Arvizu and Moffat (1982) have discussed a superposition ap- 
proach for predicting the temperature distribution in a regular 
array of cubical elements. Another related work on the subject is 
a paper by Wirtz and Dykshoorn (1984) in which some infor- 
mation is provided about heat transfer in the entry region of a 
sparse array of elements. 

In a series of experimental investigations, Moffat and his group 
have extensively studied various aspects of thermal-hydraulic be- 
havior of the arrays of electronic components (Moffat et al., 
1985; Moffat and Anderson, 1988; Anderson and Moffat, 1990, 
1991 ). The overall objective of their effort has been to develop 
the techniques and the data bases needed to predict the operating 
temperature of the blocks. They have also emphasized the very 
crucial point that the adiabatic heat transfer coefficients, which 
are reported in the electronics cooling literature, should be used 
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in reference to the adiabatic fluid temperature. Other relevant 
studies are those reported by Sridhar et al. (1990), Faghri et al. 
(1991), Wirtz and Chen (1991), Kang (1992), and a review 
article by Peterson and Ortega (1990). Despite all the useful 
information and data available in the aforementioned references, 
a concise and convenient correlation for temperature prediction 
is not seen in the open literature, especially for short channels 
encountered in electronic equipment. 

There are several novel aspects to the present work that have 
not been addressed by other investigators. The focus of this paper 
is on the entrance heat transfer coefficients and the associated 
thermal wake effects. The data are successfully brought together 
by defining modified parameters, and they are presented by sim- 
ple correlations. These correlations are subsequently incorpo- 
rated into a simple algorithm to estimate the operating tempera- 
ture of a circuit board with random heating. 

The present work is part of a major program, which is aimed 
at gaining a better understanding of heat transfer and fluid flow 
in the entrance of the arrays of rectangular blocks. These efforts 
are performed both experimentally and numerically, and they are 
intended to provide sufficient information for predicting the tem- 
peratures of the electronic components. The experimental pres- 
sure drop and the numerical results have been reported earlier 
(Molki et al., 1993; Faghri et al., 1994), and this paper is mainly 
concel'ned with the heat transfer aspect of the problem. 

In the present study, an array of rectangular blocks is posi- 
tioned along the lower wall of a rectangular duct. These blocks, 
which represent a model for the modular electronic components, 
are arranged in an in-line fashion. The geometric variables, 
namely the block dimension (L), the block height (B), the in- 
terblock spacing (S), and the height of the flow passage between 
the block and the opposite wall of the duct (H), are varied in 
such a manner that B/L = 0.5, S/L = 0.128 and 0.33, and H/L 
= 0.128, 0.25, 0.50, 0.75, 0.765, and 1. The working fluid is air, 
and the Reynolds number based on H and the air velocity in the 
bypass channel (i.e., the channel formed between the top surface 
of blocks and the opposite wall of the duct) ranges from 3000 to 
15,000. 

Attention is now turned to a full description of the work. First, 
the experimental apparatus will be described, followed by a pre- 
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sentation of the data reduction, uncertainty analysis, and the heat 
transfer results. 

The Experimental Setup and Procedure 
The experimental apparatus consists of a bell-mouth inlet, a 

flow development section (591 ram), test section (343 mm),  a 
flow redevelopment section (591 ram), a venturimeter, a control 
valve, and a blower. The test section and the corresponding up- 
stream and downstream ducts have a rectangular cross section. 
The width of the cross section is 178 ram, but the height, i.e., H 
+ B in Fig. 1 (a ) ,  depending on the dimensions of the array, 
varies from 19.1 to 50.8 mm. The laboratory air is drawn into 
the apparatus through the bell-mouth inlet, and after flowing 
through the test section (Fig. 1 ) and the related flow passages, it 
exits the flow circuit through the blower operating in suction 
mode. 

The air flow is adjusted by the main control valve. There is 
also available a bypass valve, which is used for fine adjustments. 
The flow rate is measured by a precalibrated venturimeter, which 
is located downstream from the test section and before the main 
control valve. 

The rectangular blocks of the test section are made of copper 
and are positioned along the lower wall in an in-line arrangement. 
The geometry of the test section, as noted in Fig. 1, is identified 
with S, H, L, and B. In this investigation, S ranged from 6.4 to 
8.4 mm, H from 6.4 to 25.4 mm, L from 25.4 to 49.8 mm, and 
B from 12.7 to 25.4 mm. From the combination of these dimen- 
sions, seven test sections were fabricated, which could readily be 
identified with their respective dimensionless geometric param- 
eters B / L  = 0.5, S / L  = 0.128 and 0.33, and H / L  = 0.128, 0.25, 
0.255, 0.50, 0.75, 0.765, and 1. With this arrangement, the num- 
ber of copper rectangular blocks along and across a given test 
section was either 5 x 3 or 8 X 5. In addition, a number of 
dummy plexiglass blocks of the same dimensions were posi- 
tioned downstream of the last copper block to eliminate possible 
extraneous effects. The air pressure is measured by pressure taps 
(not shown in the figure) along the wall of the test section. De- 
tails of  the location of pressure taps and the pressure drop cor- 
relations are reported by the authors elsewhere (Molki et al., 
1993). 

As shown in Fig. 1 (c) ,  a thermofoil heater is attached to the 
bottom of the copper block. To minimize the heat losses, a layer 
of silica powder was placed at the bottom between the thermofoil 
heater and the plexiglass lower wall. This arrangement was re- 
peated for all copper blocks of the array. Moreover, the outside 
surfaces of the test section, including the upstream and down- 
stream ducts, were completely wrapped and insulated by 100 mm 
of common glass wool insulation. 

INSULATED 

AIRFLOW ~ ~s~_ i H 

( a ) B COPPER BLOCKS 
/ / 

AIRFLOW I~ I I ~j ~~ 

• - y ,  ,<! 
COPPER BLOCKS (b) 

L ~\ - THERMOFOI L HEATER 

B f jl 
t " / PLEXIGLASS 

( C ) INSULATION 

Fig. 1 Schematic of the test section: (a) side view, (b) top view, (c) a 
typical heated block 

The blocks used in this study were made of electrolytic grade 
copper, which has a high thermal conductivity. This ensured that 
the temperature gradient in the module would be negligible and 
a few temperature sensors would be sufficient to estimate its av- 
erage temperature. The thermistors were embedded in grooves 
cut on the surface of the copper module and kept in place by a 
special adhesive. Two thermistors were position at the side, and 
one was at the top of the module. 

Before the onset of a data run, the proper test section is selected 
and assembled. Then, to prevent air from leaking into the test 
section, all suspected joints are sealed by silicon rubber and thor- 
oughly tested for leaks with the aid of soap solution. Subse- 
quently, the flow and power to thermofoil heater are turned on 
and adjusted for a predetermined Reynolds number. It takes typ- 
ically 30 minutes to warm up the apparatus. 

In a typical data run, only one copper block is heated at a time 
and the remaining blocks are adiabatic. The input power of the 
thermofoil heater is adjusted at such a level that the temperature 
difference between the block and ambient remain constant. This 
temperature difference varies from 30 to 50°C, depending on the 
run. Once the heated block reaches steady state, the various pa- 

N o m e n c l a t u r e  

B = block height, mm, Fig. 1 Re = 
C~ = flow coefficient of venturimeter S = 
D~ = hydraulic diameter = 2W(H + T = 

B)/(W + H + B), mm V = 
mean heat transfer coefficient for 
a rectangular block, Eq. (1) 
distance between top surface of 
blocks and the opposite wall, 
mm, Fig. 1 
plane dimension of square block, 
ram, Fig. 1 
Nusselt number = hL/k 
rate of heat convection, W, Eq. 
(2) 
thermofoil electrical resistance, 
f~, Eq. (2) 

h = 

H = 

Z = 

Nu : 
Q =  

R =  

Reynolds number = VH/u 
interblock spacing, mm, Fig. 1 
temperature, °C 
voltage across the thermofoil 
heater, Eq. (2), air mean velocity 
in the bypass channel 

W = duct width = 178 mm 
X = axial coordinate; X = 0 at the 

leading edge of the first block 
0 = wake effect, Eqs. (5)-(9)  
u = kinematic viscosity of air 

Superscripts 
+ = modified parameter, Eqs. (4), (6), 

and (7) 

Subscripts 
a l  = refers to adiabatic temperature of 

the first block behind the heated 
block, Eq. (5) 

aN = refers to adiabatic temperature of 
the Nth block behind the heated 
block 

f d  = refers to periodic fully developed, 
Eq. (4) 

fN  = refers to flanking column, Eq. (9) 
h = refers to heated block, Eq. (5) 

in = refers to inlet condition, Eq. (1) 
N = refers to the Nth block behind the 

heated block, Eq. (8) 
sh = refers to self heating 
we = refers to wake effect 
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rameters are recorded. These parameters are block surface tem- 
perature by three surface-mounted thermistors, inlet air temper- 
ature (typically 20 to 25 ± 0.1°C), air temperature downstream 
of the test section (usually I°C higher than the inlet temperature, 
± 0.1 ), pressure drop across the venturimeter (0.05017 to 9.80 
± 1 x 10 -5 mm Hg), inlet pressure of the venturimeter relative 
to ambient (0.01 to 13 ± 1 x 10 -5 mm Hg), ambient barometric 
pressure (740 to 770 ± 0.1 mm Hg), thermofoil heater voltage 
(5 to 35 ± 0.3 V), and resistance of the thermofoil heater (30 to 
32 ± 0.3 [2). Except for the barometric pressure, all other pres- 
sures were measured by a pressure transducer and an electronic 
manometer. All pressure and temperature readings were per- 
formed by an IBM PC. The computer scanned the temperature 
and pressure signals at a scan rate of (50/22) per second. 

Data Reduction 
The convective heat transfer coefficient is evaluated from 

0 
h =  

A ( Th - T~. ) 

where 

( l )  

V 2 
=-~-  - (conduction losses + radiation losses) (2) 

In these equations, Q is the rate of heat convection from the 
heated block to air stream, A is surface area of the block, Th mean 
surface temperature of the block, Ti, inlet air temperature, V volt- 
age across the thermofoil heater, and R is the thermofoil electrical 
resistance. 

Conduction losses were evaluated from a two-dimensional and 
three-dimensional numerical simulation of heat transfer in the 
copper block and the adjacent walls. However, due to low ther- 
mal conductivity of plexiglass, the effect of longitudinal conduc- 
tion through the base board was negligible. Radiation losses were 
estimated from a simplified model where the heated block is 
treated as a small radiating object surrounded by a large envi- 
ronment. The results suggested that the conduction losses were 
10 percent of V2/R,  and the radiation losses, with an emissivity 
value of 0.15 for copper, were always less than 1 percent of V2/ 
R. The h values were subsequently nondimensionalized and ex- 
pressed in terms of Nusselt number with the conventional defi- 
nition, Nu = hL/k .  

The heat transfer results will be presented in terms of Reynolds 
number, Re = VH/u ,  based on mean air velocity, V, in the bypass 
channel above the blocks and the dimension H (Fig. la) .  The 
velocity V is obtained by dividing the air volume flow rate, as 
measured by the venturimeter, by W x H (W = 178 mm). 

Uncertainty Analysis 
Prior to the onset of the experimental runs, the venturimeter 

was calibrated with the aid of a laminar-flow element. The pa- 
rameters recorded during the calibration process and the respec- 
tive uncertainties are: barometric pressure, ± 0.1 mm Hg, ven- 
turimeter inlet gage pressure, ± 10 -5 mm Hg, pressure drop 
across the venturimeter, ± 10 -5 mm Hg, pressure drop across 
the laminar-flow element, ± 10 -5 mm Hg, and inlet air temper- 
ature, ± 0.1°C. In addition to these values, the uncertainty of 
laminar-flow element is estimated as ± 1 percent of volume flow 
rate. From these values, the uncertainty of venturimeter coeffi- 
cient is found to be ± 0.027, resulting in a venturi coefficient of 
Co = 0.971 ± 2.8 percent. 

The block surface temperatures were measured by thermistor. 
The thermistor is an extremely sensitive device, and consistent 
performance within 0.01°C may be anticipated with proper cali- 
bration (Holman, 1984). The thermistors used in this work were 
#44033 elements, made by Omega Engineering Inc., with a stan- 
dard resistance of 2252 [2 at 25°C, and an accuracy of ±0.1°C. 

Other variables used to evaluate the final uncertainties are: 
duct width, ± 0.1 mm, dimension H (Fig. la) ,  ± 0.1 mm, block 
height B, ± 0.1 mm, inlet and throat diameters of venturimeter, 
± 0.1 mm, test section gage pressure, ± 10 -5 mm Hg, block 
surface temperature, ± 0.1°C, thermofoil voltage, ± 0.3 V, and 
thermofoil resistance, ± 0.3 fL The numbers identified with " ± "  
are the precision limits. These are based on the smallest interval 
between scale markings (least count) of the respective instru- 
ments. The sensitivity coefficients were evaluated using the data 
reduction FORTRAN program. The results were then combined 
through the root-sum-square expression to obtain uncertainty. 
The bias limit for instruments was negligible. Using the guide- 
lines of Kline (1985) and Abernethy et al. (1985), the mean 
uncertainty of Re and Nu is estimated as 2.3 and 4.8 percent, 
with the maximum uncertainty being 2.7 and 7.9 percent. The 
uncertainties of other parameters are given in the figure captions. 

Results and Discussion 
The entrance region adiabatic heat transfer coefficients are pre- 

sented in Figs. 2 and 3. The ordinate is nondimensionalized with 
the periodic fnlly developed Nusselt number, Nufa, at the Reyn- 
olds number corresponding to the same set of data. The coordi- 
nate X is measured along the flow with X = 0 corresponding to 
the leading edge of the first block. The family of curves in Fig. 
2 is for S / L  = 0.128 and H / L  ranges from 0.128 to 0.765, while 
those in Fig. 3 are for S /L  = 0.33 and H / L  = 0.25 to 1. It is 
evident from the figures that the distribution of Nu/Nufa is almost 
independent of Reynolds number and H / L .  A careful examina- 
tion of the numerical value of the individual data points shows 
that the mean deviation of data from the best fit (solid lines) is 
5.3 percent, and the maximum deviation does not exceed 10.4 
percent. 

The family of curves seen in Figs. 2 and 3 shows a common 
trend. Starting with a relatively large value, the Nusselt number 
decreases rapidly and approaches the fully developed value. This 
trend is reminiscent of heat transfer coefficient in the entrance 
region of a duct. However, in addition to the high-temperature 
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gradients at the entrance, there exists a strong flow separation 
zone on the first block of the array (Molki et al., 1993). This 
flow separation has an enhancing effect on the block-averaged 
heat transfer coefficients reported in Figs. 2 and 3. It should be 
noted that the extent of enhancement is even more pronounced 
at special locations such as the line of reattachment. 

The data reported in Figs. 2 and 3, a total of 176 points, are 
presented in Fig. 4. Also shown in this figure are the results of 
Anderson and Moffat (1990) for H / L  = 0.102-0.735, S / L  = 
0.273, and B / L  = 0.204. Despite all the differences between the 
'two investigation, it is seen that all data follow a certain trend. 
This suggests that a curve fit to all data may be a proper way of 
representing the Nusselt number in the entrance region of the 
array. The solid line in Fig. 4 is the least-squares best fit to the 
data with the equation 

Nu = 1 +  0.0786 ( ~ )  -'°99 (3) 
NUld 

The mean and maximum deviations of data from this equation 
are, respectively, 4.8 and 19.8 percent, while the mean and max- 
imum experimental uncertainties are estimated as 16.1 and 44.2 
percent. These figures suggest that Eq. (3) is a possible corre- 
lation for Nu/Nufd. According to this equation, if the Nu/Nu/,i 
= 1.01 marks the beginning of the periodic fully developed re- 
gion, then the entrance region of the array is identified with 0 -< 
XIDh ~ 6.53. Therefore, Eq. (3) is particularly useful when X 

6.53Dh. Otherwise, the fully developed results can be used. 
To facilitate the use of Eq. (3) in practical applications, the 

periodic fully developed Nusselt numbers had to be written in a 
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convenient way. After extensive examination of data and several 
curve-fitting attempts, a modified Nusseit number emerged as 
Nu},~ = 2.819 Nufd Re-0.6o7(S/L)-0.295 which is presented in Fig. 
5. Also seen in this figure are the results from the literature. The 
figure suggests that the modified Nusselt number is a suitable 
parameter, which correlates the data fairly well. The correlation 
is obtained from a least-squares curve fit to all data with the 
equation 

Nu}a 0.968 (4) 

The mean and maximum deviation of data from Eq. (4) are, 
respectively, 12.8 and 41.1 percent. 

The effect of buoyancy is negligible in the highly turbulent 
flow of the present investigation, and it is not included in this 
correlation. It has been shown by Kang et al. (1990) that when 
Gr/Re 512 is less than 0.9, the flow is dominated by forced con- 
vection. For a set of typical data (namely, heat generation, Q = 
9.843 W, Reynolds number = 5000, H I L  -- 0.765, B I L =  0.5, 
measured temperature = 61.82°C, air inlet temperature = 27.57 
C, see Fig. 10), and using the notation of Kang et al. (1990), 
we find Gr = 4.52 × 106, Re = 3952, and Gr/Re 5~2 = 0.0046. 
Therefore, the buoyancy is indeed negligible. 

There are a number of differences between the present results 
and those of literature as seen in Figs. 4 and 5. Anderson and 
Moffat (1990) performed their experiments for H I L =  0.102 to 
0.735, S IL  = 0.273, and B I L =  0.204, while those of Sridhar 
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Fig. 6 Thermal w a k e  effect  for the first adiabatic block (mean and max-  
imum uncertainty = 1 . 4 ,  2 . 8  percent 

(1990) were H / L  = 0.5 to 5.5, S / L  = 0.33 to 0.5, and B / L  = 
0.5. Sparrow et al. (1982) did not use the electrically heated 
blocks in their experiments; instead, they employed a mass trans- 
fer technique and the heat-mass analogy to obtain the heat trans- 
fer coefficients. Their experiments were conducted for H / L  = 
0.625, S / L  = 0.25, and B / L  = 0.375. On the other hand, the 
Hollworth and Fuller (1987) results in Fig. 5 are measured for a 
staggered array of blocks with H / L  = 0.25 and 0.5, S / L  = 1.0, 
and B / L  = 0.25. Despite all these differences, it is noteworthy 
that the modified Nusselt number has correlated the data well. 
Therefore, Eqs. (3) - (4) are suggested as a complete set of cor- 
relations for the adiabatic heat transfer coefficient in array of 
heated blocks. 

The adiabatic temperature of the first block situated immedi- 
ately behind the heated block is presented in Fig. 6 as a function 
of Re with H / L  and S / L  as parameters. This dimensionless tem- 
perature, or the so-called wake effect, is defined as 

T , , - T , ,  
0 ,  - - -  ( 5 )  

T ~ -  Ti, 

In this equation, T,,, T;,, and T~ are, respectively, the adiabatic 
(unheated) temperature of the first block, the inlet air tempera- 
ture, and the temperature of the heated block. It is evident from 
the figure that the effect o f  r i l L  on 01 is negligible. However, the 
effect of the interblock spacing, S / L ,  is somewhat important. In 
fact, increasing S / L  shifts the location of the first adiabatic block 
farther away from the thermal wake of the heated block and, 
therefore, the temperature is reduced. The results of Arvizu and 
Moffat (1982) for S / L  = 2.0 and 3.0, Wirtz and Dykshoorn 
(1984) for S / L  = 1, and Sridhar et al. (1990) for S / L  = 0.33, 
are also consistent with this observation. 

Defining the modified Wake effect according to 

0{ = 2.680 01 Re T M  (6) 

the results are brought together in Fig. 7. In this figure, the solid 
line is the curve fit to all data with the equation 
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Fig. 7 Modified wake function (mean and maximum uncertainty = 28.3, 
30.1 percent) 

/ S \-°s4° 
0i ~ = 0.998 t Z  ) (7) 

The mean and maximum deviation of data from the solid line 
are, respectively, 6.3 and 34.4 percent. The uncertainty analysis 
indicates that the mean and maximum experimental uncertainty 
of 0{ are 28.3 and 30.1 percent, respectively. Since the mean 
deviation is well within the mean uncertainty and the maximum 
deviation and uncertainty have comparable values, it may be sug- 
gested that Eq. (6) be considered for the range 0.125 - S / L  <--- 
3.0, which extends beyond the range of S / L  in the present in- 
vestigation. 

The wake effect for other downstream blocks is presented in 
Fig. 8. In this figure, ON is defined as 0u = (T,,N - Tin)/(Th - 
T~,). Here, the subscript N refers to the Nth adiabatic block sit- 
uated downstream of the heated block, with N = 0 corresponding 
to the heated block itself. During the wake effect experiments, 
the heated block was located at the centerline and at either the 
first (leading) or at the third row of the array. The experimental 
runs were also carried out for different geometries. AS evidenced 
from the data in Fig. 8, the location of the heated block and the 
geometry does not have a marked effect on the distribution of 
ONlOi. 

There are a number of investigators who have correlated the 
0N/0, data as 1 / N  (e.g., Arvizu and Moffat, 1982; Moffat et al., 
1985; Sridhar et al., 1990) or ( l / N ) "  where m is a function of 
Re (Wirtz and Dykshoorn, 1984). The major difficulty with this 
correlation is that when the number of blocks is large (N ---~ ao), 
1 / N  approaches zero. In an insulated duct with a number of 
heated blocks, the temperature of the downstream adiabatic 
blocks approaches the mean temperature of the air flow, which 
is somewhat higher than the inlet temperature. Therefore, a suit- 
able correlation incorporates this limiting case. In the light of the 
foregoing discussion, the wake effects are correlated as 
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0~ 
- -  = 0.151 + 0.849N -1314 (8) 
0, 

Figure 8 shows that Eq. (8) is a better fit to data than 1/N. 
Attention is next turned to the wake effect on the blocks sit- 

uated in the flanking columns of the heated block. In Fig. 9, the 
ordinate, 0ZN/0N, is the ratio of the wake effect for the flanking 
block at the same row, i.e., OfN = (T:N -- T i , ) / ( T h  - Ti,,), to 8N 
defined earlier. It is seen from the figure that farther away from 
the heated block, 0fN increases with respect to 0g and is indepen- 
dent of Re. In the range of N = 1 to 4, 0fN varies from 5.8 to 
27.5 percent of 0g. 

The wake effect for the flanking column may be represented 
by 

0fg _ 0.0575NHZ8 (9) 
0g 

which is a least-squares fit to all data. The mean and maximum 
deviation of data from this equation are, respectively, 7.8 and 
22.6 percent, while the mean and maximum uncertainty are 13.0 
and 16.0 percent. 

Next, attention is turned to the application of these correlations 
for predicting the temperature of the circuit-board elements. The 
application is limited to the geometry and the range of parameters 
considered in this paper. However, they can also be used as a 
first approximation for a wider range of geometry and parameters 
in practical problems. 

Application of the Proposed Correlations 
Based on the aforementioned correlations, a marching proce- 

dure is proposed for estimating the operating temperature of el- 
ements in a circuit-board with random heating using the super- 
position approach (Arvizu and Moffat, 1982). In this procedure, 
the temperature of each block is considered to be composed of 
two components. One is due to self heating (£xT~h = Th - T~), 
the other is due to the thermal wake of the upstream heated blocks 
(dxT~). It should be noted that every downstream block is af- 
fected by the thermal wake of every upstream block situated in 
the same column or in the flanking columns. Therefore, the ther- 
mal wake component will be evaluated from the summation of 
the wake effects of all the upstream heated blocks. 

The algorithm is started by providing the geometric parameters 
(number of rows and columns, L, B, S, H, W), air inlet velocity, 
Vi,,  inlet air temperature, T~,, and power dissipation in each 
block. These values are used to obtain S / L ,  H / L ,  X / D h ,  and Re. 
Then, the temperatures are computed according to the following 
steps: 

1 Adiabatic heat transfer coefficient, h, is obtained from Eqs. 
( 3 ) -  (4) for all blocks of the array. 

2 Operating temperatures of the blocks in the first row are 
evaluated from: (Power - heat losses) = h A ( T h  - T , ) ,  where 
Power is the heat generation within the block. It should be noted 
that the adiabatic temperature of the blocks situated in the first 
row is equal to the inlet air temperature, i.e., Ta = Ti,,. 

3 Wake effect of the heated blocks on all downstream blocks 
situated in the same column, i.e., £XTwe.., = T,,N -- Ti,,, is obtained 
from Eqs. ( 5 ) -  (8).  In this way, for every downstream block a 
different ATw~.., value is evaluated and assigned to that block. 

4 Wake effect of the heated blocks on the flanking columns 
is evaluated from Eq. (9) .  Only one column to the left and one 
to the right of the respective heated block is considered. The wake 
effect on other columns has been found to be negligible. In this 
manner, two additional wake effects, namely A T ~ j  and ~xT~ .... 
are found and assigned to the block. In this procedure, for heated 
blocks in the first row, three AT's  are assigned to each of the 
blocks situated downstream. 

5 The adiabatic temperatures of the blocks in the second row 
are estimated from T,, = ~xTw~ + Ten, where AT~,~ = Z ATw, . i ,  
and i = s, l, r. 

6 Consider the second row of heated blocks. Using the adi- 
abatic temperatures of the previous step, repeat steps (2) - ( 5 ) to 
find the operating temperatures of the blocks in the second row 
and their respective wake effects on downstream blocks. At the 
end of every cycle of iteration, the adiabatic temperature of the 
blocks in the next row is obtained from all the previously ob- 
tained £XTw~.~ 's according to step (5) .  

This procedure is incorporated into a user-friendly FORTRAN 
program, which is available from one of the authors (MF) upon 
request. A sample output from this computer program is shown 
in Fig. 10. The figure shows the top view of the array. The cross- 
hatched blocks are heated, while the remaining blocks are adi- 
abatic. The first of the four numbers on the heated blocks is the 
power generation in watts. This number is not seen for the un- 
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Fig. 10 A typical temperature prediction for the elements of a circuit 
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heated blocks. The last three numbers on the heated and unheated 
blocks indicate the measured and computed temperatures in °C, 
and their difference, respectively. Examination of difference per- 
centages indicates that the difference between experiment and 
prediction is in the range from 2.6 to 21.8 percent, and the mean 
difference is 11.0 percent. 

The viability of using adiabatic heat transfer coefficient in a 
situation where there is considerable recirculation is best re- 
flected by the final results in Fig. 10. As is evident from the 
figure, the agreement between measured and predicted tempera- 
tures is fairly good. Therefore, it is unlikely that recirculation and 
conduction losses at the base of the heated blocks would have a 
noticeable impact on temperature predictions. 

Concluding  Remarks  

The research reported here is an experimental investigation of 
heat transfer in the entrance region of an in-line array of heated 
blocks. The study is aimed at obtaining the adiabatic heat transfer 
coefficient and thermal wake effects, so that the operating tem- 
perature of the real circuit boards with a similar geometric layout 
can be estimated. However, since the real electronic components 
are irregular both in placement and size, the results reported in 
this paper may not be applicable to highly irregular layouts. In 
all of the experiments, the working fluid was air. 

The entrance heat transfer coefficients revealed that Nu/Nuf,t 
is a function X/Dh, and its dependence on geometric parameters 
and Reynolds number is within the limits of the experimental 
uncertainty. These coefficients were successfully correlated by 
defining a modified Nusselt number. The correlation is obtained 
by a curve-fitting procedure that includes the data from other 
investigators, and thus is expected to be valid over a wider range 
than that of the present work. 

Temperature measurements indicated that the thermal wake 
effect, 01, for the first adiabatic block behind the heated block is 
a function of Re and S/L, and it is insensitive to H/L. A modified 
wake effect, 0 ~, absorbed the effect of Re and correlated the 
results as a function of S/L. 

The wake effects for other blocks, when presented as ONIOj, 
are found to be independent of the position of the heated block 
and geometry. It was further found that the commonly employed 
1/N function is not a good representation of the 0s/0~ distribu- 
tion. Instead, it was correlated as 0.151 + 0.849 N -1"314, which 
gives a more realistic asymptotic value for 0N/0~ when N ~ ~.  
Correlations were also found for the blocks situated in the flank- 
ing columns. 

The present correlations are incorporated into a FORTRAN 
program to predict the operating temperatures of the circuit 
boards of similar geometry with random heating. The results in- 
dicate that the temperatures can be predicted with sufficient ac- 
curacy for practical application. 
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Local Heat Transfer in Axially 
Feeding Radial Flow Between 
Parallel Disks 
Experiments and computations were performed to determine the local heat transfer in 
radial flows between parallel concentric disks. The flow is supplied axially by a feeding 
orifice placed in one of the disks and becomes radial after being deflected by the frontal 
disk. The frontal disk is kept isothermal and the other solid surfaces washed by the flow 
are kept adiabatic. Local heat transfer coefficients were determined using the naphtha- 
lene sublimation technique and the analogy between heat and mass transfer. Compu- 
tations were performed using a finite volume methodology. The local Nusselt number 
distribution showed a valley at the stagnant region in front of  the feeding orifice and a 
peak at the diffuser entrance where the flow impinges on the frontal disk prior to 
becoming radial. Depending on the Reynolds number and on the gap between the disks 
a secondary peak was observed in the diffuser region. The secondary peak is believed 
to be caused by nonparallelism or unsteadiness of the flow field and was not captured 
by the numerical model. 

Introduction 
Radial flows between parallel and concentric disks are of great 

interest in engineering and science. Some examples of techno- 
logical applications related to radial flows are air thrust bearings, 
aerosol impactors, and electro-discharge machines. From the fun- 
damental point of view radial flows present some unresolved is- 
sues. The concept of fully developed flow, when applied to radial 
diffusers, despite its use, is still not completely explored and 
leads to physical inconsistencies (Bird et al., 1960, p. 122). Also 
unresolved are the different patterns that the flow may assume as 
the Reynolds number is increased. Some authors believe that 
from a parallel configuration the flow separates at a given critical 
Reynolds number and that separation occurs periodically and al- 
ternately from the diffuser wails causing the formation of a vortex 
street (Mochizuki and Yang, 1985). Other works have reported 
flow separation under steady-state regime (Raal, 1978; Langer et 
al., 1990). 

In the present work the attention is focused on radial flow with 
axial feeding. For this configuration the diffuser is fed axially 
through an existing orifice in o'fie of the disks. The main moti- 
vation for this research is to understand the heat transfer in reed- 
type valves usually encountered in hermetic compressors. As the 
piston goes up and down the valves are subjected to different 
pressures on their sides causing the valves to open or close. For 
a detailed study on the pressure distribution along valve reeds of 
hermetic compressors reference is made to Ferreira et al. ( 1987, 
1989). 

In addition to the hydrodynamic problem, also very important 
is the thermal problem associated with compressor valves. As the 
fluid is sucked inside the cylinder, its specific volume is increased 
due to heat transfer from the suction valve. This results in a de- 
crease of the compressor volumetric efficiency and is an unde- 
sirable effect. Despite its importance, very few works have dealt 
with heat transfer in radial diffusers (Kreith, 1966; Mochizuki 
and Yao, 1983; Mochizuki et al., 1983; Mochizuki and Yang, 
1987). None of these works have dealt with radial flow with axial 
feeding as is the case here. 

A schematic view of the flow geometry of the present work is 
presented in Fig. 1. As observed in the figure the flow is supplied 
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through the feeding orifice and after being deflected by the frontal 
disk the flow becomes radial. The fluid temperature at the orifice 
entrance is Te, and the frontal disk is kept at constant temperature 
Tw. The orifice walls as well as the leeward disk are adiabatic. 
In a compressor valve system the frontal disk represents the valve 
reed and the main objective here is to determine the local heat 
transfer from the heated disk to the fluid as it passes through the 
diffuser. The situation is axisymmetric and therefore the local 
heat transfer is only function of the radial location. 

In what follows both experiments and computations will be 
performed. In the experimental work mass transfer measurements 
will be made instead of direct heat transfer measurements. Ac- 
cording to the analogy between the two processes, mass transfer 
can be regarded as heat transfer in the present situation. For the 
mass transfer use will be made of the naphthalene sublimation 
technique (Souza Mendes, 1991). Numerical solutions of the 
equations that describe the fluid flow and the heat transfer will 
also be presented. The computations will be performed using the 
finite volume methodology of Patankar (1980). 

Experimental Technique 
The determination of the heat transfer coefficient and the local 

Nusselt number was achieved by performing mass transfer ex- 
periments. The mass transfer experiments were carried out using 
naphthalene sublimation. 

The usual definition of the local heat and mass transfer coef- 
ficients are, respectively, 

h = q / ( T w -  T/) and K = r h l ( p w -  Pl) (1) 

where T is temperature, p is vapor density, q is heat flux, and 
is mass flux. The subscripts w and f refer, respectively, to con- 
ditions at wall and free stream. 

To reproduce in the mass transfer experiments the desired 
boundary conditions shown in Fig. 1, the surface of the frontal 
disk is substituted by a solid naphthalene surface and the adi- 
abatic surfaces are perfectly simulated by a metallic surface (non 
subliming surface). Air flowing adjacent to the solid naphthalene 
surface causes mass transfer from the wall to the airstream in the 
same manner that heat would be transferred from a heated sur- 
face. The mass transfer is essentially isothermal and the density 
of the naphthalene vapor at the surface can be regarded as uni- 
form and equal to the saturated value at the surface temperature. 
A constant value of Pw perfectly reproduces the prescribed tem- 
perature Tw in the heat transfer situation, provided that Tw is not 
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so high as to induce an effective blowing velocity at the surface. 
In the present situation Tw was the ambient temperature, which 
prevented this phenomenon from occurring. 

To obtain K from Eq. ( 1 ) it is necessary to measure the local 
sublimation rate tn. This is achieved by evaluating the surface 
depression due to the mass transfer, which is given by 

A z  = n~Atlp,,, (2) 

where Az is the surface depression, p.~ is the density of  the solid 
naphthalene (p.,. = 1.146 × 103 kg/m 3 from Sogin, 1958) and 
At  is the time interval associated with Az. Knowing how Az 
varies along the radial location allows the evaluation of the local 
mass transfer coefficient, and, therefore, the local Sherwood 
number. 

Experimental Setup and Procedure 
The experimental setup was mounted inside a windowless lab- 

oratory to provide a better temperature control of  the air (working 
fluid) during the experimental run, which was kept under 0.5°C 
for all runs. 

Laboratory air was drawn into a circular duct and was allowed 
to attain a fully developed hydrodynamic regime before reaching 
the test section where the radial diffuser was located. The airflow 
rate was controlled through two valves (coarse and fine flow 
adjusting). From the radial diffuser the flow expanded into a 
Plexiglas chamber of  prismatic shape and hexagonal cross sec- 
tion. This chamber was important to assure that the flow between 
the diffuser disks was radial and axisymmetfic. The flow adjust- 
ing valves, the flow developing tube, and the Plexiglas chamber 
were all mounted on a base table. 

One of  the six lateral sides of the prismatic chamber allowed 
access to the test section, which was placed inside the chamber. 
At one of  the two faces of  the chamber air entered the flow 
developing section and at the other face a flexible tubing sucked 
the air from inside the chamber to a rigid duct with a previously 
calibrated orifice for mass flow rate measurements. After the 
orifice was placed the blower operating in the suction mode and 
venting the naphthalene-laden air to the exterior of  the labora- 
tory. 

The feeding orifice, as indicated in Fig. 1, was placed at the 
end of  the flow developing section and inside the Plexiglas 
chamber. The frontal disk was concentric and parallel to the 
feeding orifice, and was held in place by a positioning device 
composed of four moving tables: three for linear displacements 
and one for angular displacements. During the experimental run 
the gap between the disks was controlled using a displacement 
transducer. For all runs the maximum variation observed was 
less than 5 #m. 

The local mass transfer rate rh was determined through mea- 
surements of the naphthalene surface depression Az (Eq. 2). A 
computerized coordinate table made by Carl Zeiss, model ZMC 
550 (Carl Zeiss, 1987), was employed to determine Az. The 
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Fig. 1 Flow geometry of radial diffuser with axial feeding 

naphthalene sublimation depths were on the order of 40 ,am and 
the resolution of  the coordinate table was ~- 1 #m. The depth gage 
had a spherical 8 mm tip made of ruby, and the force associated 
with the measurements was 0.2 N and constant. The coordinate 
table was totally automated, which allowed a large number of 
measurements to be taken (40 locations) in a short time interval 
( 180 s). The radius of the circular contact area between the gage 
and the naphthalene surface was estimated assuming a Hertz re- 
lation for elastic contact and was 0.08 mm. Therefore, the gage 
head size had little impact on both the sublimation depth uncer- 
tainty and the uncertainty associated with the x, y location. For 
some typical runs the overall mass change of the naphthalene 
was also measured with a Sartorius balance and compared with 
the sublimation depth measurements integrated over the coated 
surface. The deviation between the weighed and integrated re- 
suits varied between 6 and 8 percent. 

The first step for each experimental run was to adjust the de- 
sired airflow rate and the gap between the diffuser disks. To 
determine the zero reference gap use was made of a steel sphere 
with diameter of  3.960 mm. This sphere was suspended by a fine 
thread (glued to the sphere) and placed in different positions 
between the disks. By adjusting the micrometric table that sup- 
ported the frontal disk it was possible to assure the parallelism 
between the disks. The concentricity and alignment of  the disks 
were achieved using a mask. The uncertainty in the gap between 
the disks was estimated to be 0.03 ram. 

After the gap had been adjusted to a desired value, the blower 
was turned on. Through a displacement transducer the gap was 
controlled and corrected to account for deformations of the Plexi- 
glas chamber. 

N o m e n c l a t u r e  

D = 
~ =  

d =  
e 
K =  
M =  

P =  
p =  

Re = 

diameter of  frontal disk, m s = 
diffusion coefficient, m2/s 
diameter of feeding orifice, m Sc = 
length of feeding orifice, m Sh = 
mass transfer coefficient, m/s T = 
airflow rate in the test section, At  = 
kg/s U, V = 
naphthalene mass flux, kg/(m 2 s) 
pressure u, v = 
pressure, Pa 
Reynolds number, Eq. (5) X ,  R -~. 

x , F  = 

Gap between the diffuser disks, 
m 
Schmidt number 
Sherwood number, Eq. (3) 
temperature, K 
time interval, s 
axial and radial velocity compo- 
nents 
axial and radial velocity compo- 
nents, m/s 
axial and radial coordinates 
axial and radial coordinates, m 

Az = naphthalene surface depression, 
m 

# = absolute viscosity, kg/(m s) 
v = kinematic viscosity, m2/s 
p = density, kg/m 3 
q~ = naphthalene vapor density 

Subscripts 
e = refer to entrance conditions 
f = refer to free-stream conditions 
s = refer to solid 

w = refer to wall conditions 
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Fig. 2 Typical surface depression due to naphthalene sublimation; la) 
schematic view of frontal disk; (b) local surface depression measure- 
merits 

The naphthalene surface was fabricated from casting solid 
naphthalene (98.5 percent pure). Molten naphthalene was 
poured into an aluminum mold cavity and allowed to solidify. 
Care was taken to assure that the active surface had a glasslike 
smoothness. The frontal disk had a total diameter of 83 mm, and 
63 mm was covered with cast naphthalene. The outer ring-shaped 
surface of 20 mm was used to adjust the alignment and parallel- 
ism of the frontal disk using the steel sphere as previously de- 
scribed. Additionally, it also served as a reference for the surface 
depression measurements when the disk was placed on the co- 
ordinate table; a small auxiliary hole allowed the depth gage to 
always find the same locations on the active surface. 

Measurements of the naphthalene surface profiles were taken 
before and after the exposure to the airflow rate. After being 
placed on the coordinate table and the auxiliary reference hole 
being located manually, all data were taken automatically. The 
machine was programmed to measure the surface depression in 
40 points along the disk diameter. The points were equally spaced 
1.5 mm apart covering the total diameter of the naphthalene cir- 
cle. A typical surface depression measurement is shown in Fig. 
2. It is seen in the figure that despite all care that was taken the 
naphthalene surface was rather irregular. To obtain reliable data, 
the surface depression measurements before and after the exper- 
imental run had to be taken precisely at the same location. The 
uncertainty associated with the x, y location of the depth gage 
was estimated to be 0.05 mm. 

Depending on the airflow rate and on the gap between the 
disks, the experimental run elapsed from one to two hours. To 
account for the mass transfer during times that the run was not 
in progress, an after-run was always performed. Therefore, for 
each experimental run, three surface depression measurements 
were taken, and the actual sublimation depth was obtained as (z2 
- z~ ) - (z3 - zz), where zi is the surface depression of the ith 
measurement (first, second, and third). A typical time duration 
for making the first surface depression measurement and for as- 
sembling the frontal disk in the test section was 537 s. A typical 
experimental run lasted 6993 s and to disassemble the frontal 
disk and make additional surface measurements required 612 s. 

For this typical case a typical surface depression was 29.5 /zm 
and the extraneous mass transfer during assembling, disassem- 
bling, and transportation corresponded to a surface depression of 
2.6/zm. 

Once the surface depression was measured, the mass transfer 
rate and the local mass transfer coefficient were obtained from 
Eqs. (2) and ( 1 ), respectively. In turn, the local Sherwood num- 
ber was calculated as 

Sh = Ksl i) = p.~Azsl[ (pw - pl)At'D] (3) 

where s is the gap between the disks (see Fig. 1) and t) is the 
diffusion coefficient of the naphthalene vapor into air obtained 
from a well-established form for correlating diffusion coefficients 
(Reid et al., 1987), 

'/) = 2.8965 X 10 -5 TI75/p [m2/s] (4) 

in which T (in K) and p (in N/m 2) are the temperature and 
pressure at the test section. The constant in Eq. (4) was evaluated 
using the value of # at T = 25°C and p = 1 atm. From # the 
Schmidt number was calculated as Sc = v/9  where v is the air 
kinematic viscosity in the test section. 

In the literature (for example Souza Mendes, 1991 ) the value 
of Sc = 2.5 is usually adopted in naphthalene experiments. How- 
ever, as the air relative humidity varies from 0 to 100 percent, 
Sc varies from 2.5 to 2.6, respectively. Thus, in the numerical 
solutions to be described shortly, use was made of the precise 
value of Sc corresponding to each experimental run. 

In Eq. (3) Pw is the saturated value of the naphthalene vapor 
density at the mass transfer surface (function of the surface tem- 
perature) and Pl is the naphthalene vapor density in the free 
stream (bulk value) at each radial location. The value of pf varies 
along the diffuser radius according to the amount of naphthalene 
that is sublimed. 

The Reynolds number used to characterize the airflow rate was 
based on the diameter of the feeding orifice, d, (see Fig. 1 ) and 
given by 

Re = 4 M/#Trd (5) 

where M is the airflow rate in the test section. There was no need 
to correct the airflow rate for the naphthalene sublimation since 
the former was around 10 4 greater than the later. 

The uncertainty analysis associated with the experimental re- 
suits was performed according to the methodology described by 
Moffat (1982). Typical values of the measured parameters and 
their uncertainties are presented in Table 1. 

Numerical Methodology 
The comparison between experiments and computations pro- 

vided means of detecting small imperfections in the experimental 
setup and procedure. For the present study the results are very 
sensitive to existing misalignments and the main purpose of the 
computational model was to validate the experimental results. 

For the present situation the flow is assumed to be laminar and 
axisymmetric. Considering the fluid properties to be constant, the 
hydrodynamic and mass transfer problem can be described in 
cylindrical coordinates as 

O(RU)/OX + O(RV)/OR = 0 (6) 

Table I Typical values of measured parameters and their un- 
certainties 

Uncertainty, 
Parameter Typical value percent 

Re 700 7.8 
Sh 2.23 13.5 
Sc 2.60 0.1 
s/d 0:07 2.1 
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Fig. 3 Streamline maps for s/d = 0 . 0 7  and Re = 6 0 0  a n d  2 0 0 0  
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Fig. 4 Streamline maps f o r  s/d = 0 . 0 7  and Re = 4 0 0 0  and 4595 

UOU/OX + VOU/OR = - O P / O X  + VZU (7) 

UOV/OX + VOV/OR = - O P / O R  + x72V - V]R 2 (8) 

UO4a/OX + VOd~IOR = ( l / S c ) ~ 2 q ~  (9) 

where x72 is the Laplace operator in cylindrical coordinates and 

X = x / s ,  R = r / s  

U = u s / v ,  V = v s / v  

P = P s 2 / P  v2, q~=P/Pw (10) 

The upstream boundary of the computation domain was lo- 
cated at the entrance of the feeding orifice (see Fig. 1 for the 
origin of the x, r coordinate system). At the end of the flow 
developing section the air entered the feeding orifice, which had 
a smaller diameter. This contraction in the flow domain intro- 
duced a radial velocity component that could be expected to af- 
fect the flow in the diffuser. Deschamps et al. (1987) showed 
that for small gaps between the diffuser disks ( s /d  < 0.1 ), the 
flow in the diffuser was insensitive to the velocity boundary con- 
dition at the orifice entrance provided that the mass flow rate 
remained the same. Several tests were performed here to detect 
the influence of the axial and radial components of the entrance 
velocity on the local Sherwood number. It was found that the 
mass transfer problem was unaffected by entrance effects. The 
other boundary conditions for the hydrodynamic problem were 
the symmetry boundary condition at r = 0, the nonslip boundary 
condition at the solid walls and local parabolic boundary condi- 
tion at the diffuser exit (upwinding as discussed by Bottaro, 
1990). Tests performed with an expanded domain validated the 
outflow boundary condition: Except at the very exit where the 
streamlines appeared somewhat distorted, overall, the main fea- 
tures of the flow field were well captured by imposing the local 
parabolic condition even in a recirculation region. 

At the orifice entrance the value of the naphthalene vapor den- 
sity was zero, which yielded ~b = 0. For the naphthalene-coated 
surface (frontal disk) ~b = 1 and at the metallic walls OqblOn = 
0, where n is the normal to the surface. A symmetry boundary 
condition was used at the orifice axis and a local parabolic bound- 
ary condition (upwinding) was prescribed at the diffuser exit. At 
the higher Reynolds numbers investigated the inflow at the dif- 
fuser exit drew in fresh fluid from outside the domain. For those 
cases ~b = 0 whenever V < 0, otherwise Oq~/Or = O. 

The differential equations (6) - (9) together with the boundary 
conditions were integrated using the finite volume methodology 
described by Patankar (1980). The coupling between velocity 
and pressure was performed through the SIMPLER algorithm 
(Patankar, 1980). A total of 2710 grid points was employed for 
discretizing the flow region; 1120 points were placed in the ori- 
fice and 1590 in the diffuser. Those points were hand placed with 
higher concentration in the regions of steeper velocity gradients. 
Prior to deciding the final configuration of the computational 
mesh, it was necessary to perform several tests. Computations of 
the local Sherwood r~umber versus the radial location made with 
4900 grid points (80 percent more points than that adopted here) 

when plotted and compared with those obtained using the 2710 
grid points presented no visual difference. Further assessments 
of the accuracy of the computations were obtained by comparing 
the numerical and analytical solutions for purely radial flows. For 
the fluid flow problem comparisons were made for low Reynolds 
number (lubrication approximation) as well as for high Reynolds 
number flow assuming fully developed regime. For the mass 
transfer problem, the comparisons were made for fully developed 
regime where the local Sherwood number as a function of the Re 
and Sc can be obtained analytically through the method of sep- 
aration of variables. Good agreement always prevailed between 
the numerical and the analytical solutions, and in general the 
deviations decreased as the radial location increased. For exam- 
ple, for Re = 4000, Sc = 2.60 and s /d  = 0.01, the deviations in 
the Sherwood number at r/s = 140 ( r /d  = 1.4) and r/s  = 150 
(r /d  = 1.5) were, respectively, 6 and 2 percent. In this compar- 
ison it should be kept in mind that for the analytical solution 
some approximations were introduced and the deviations ob- 
served might not be associated exclusively with inaccuracy of 
the numerical methodology. 

Results and Discussion 
For all cases investigated the feeding orifice diameter, d, 

and length, e, were 20 mm. Two gaps between the diffuser 
disks were explored, s = 1.4 and 2.0 mm, corresponding to s~ 
d = 0.07 and 0.1, respectively. The Reynolds number according 
to Eq. (5) varied from 600 to 4595. At the entrance of the 
diffuser proper, the Reynolds number based on the gap between 
the disks, Re~. = pffsllz, is four times smaller than Re as defined 
in Eq. (5). For increasing values of r, Res decreases assuring 
that for the range of Re values investigated here the flow was 
laminar throughout the diffuser. For Re = 4595, for example, 
the Re~ values at the entrance and exit of the diffuser were, 
respectively, 1149 and 365. 

The presentation and discussion of the experimental and nu- 
merical results will be made in terms of heat transfer. However, 
it should be kept in mind that in what follows the expressions 
"heat transfer" and "mass transfer" are interchangeable. 
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Streamline maps for s/d = 0.07 and Re = 600, 2000, 4000, 
and 4595 are shown in Figs. 3 and 4. The first thing to be ob- 
served is that these figures as well as Fig. 5 are not to scale: The 
distance between the disks was enlarged by a factor of five. As 
seen in the figures, the flow enters axially through the feeding 
orifice and after being deflected by the frontal disk it becomes 
radial. Depending on the Reynolds number, the fluid particles are 
unable to follow the rapid change in the contour of the surface 
as they pass from the feeding orifice to the diffuser. The existing 
sharp corner causes the flow to separate from the surface. For Re 
= 600 the flow separation was not captured in the numerical 
solution and for Re = 2000 only a small recirculation zone (an- 
nular bubble) is seen. As the Reynolds number increases the 
recirculation zone increases and eventually it occupies all the 
region of the leeward disk. From Fig. 4 it is seen that for Re = 
4000 the fluid particles that separate from the wall at the diffuser 
entrance leave the solution domain without reattaching to the 
disk. As the Reynolds number increases further the region oc- 
cupied by the recirculation zone increased along the axial direc- 
tion, which can be seen by comparing the two sides of Fig. 4. 

Isothermal maps are shown in Fig. 5 for s/d = 0.07 and Re = 
600 and 4000. For Re = 4000 the isothermals are packed more 
closely to the heated frontal disk indicating higher temperature 
gradients and in turn higher local Nusselt numbers, as expected. 
An interesting aspect to be noted is the proximity of the isotherms 
to the frontal disk where the diffuser proper starts (r = d/2). As 
will be seen shortly, this corresponds to a peak in the local Nus- 
selt number and is caused by the flow acceleration as it turns 
from the feeding orifice to enter the diffuser and impinges on the 
frontal disk. 

The adiabatic surfaces shown in Figs. 3 -5  correspond to the 
part of the frontal disk that are not covered by naphthalene (the 
ring-shaped metallic surface shown in Fig. 2). The computation 
domain was extended up to the end of the adiabatic surface to 
reproduce the experimental situation and to minimize the influ- 
ence of the outflow boundary condition on the region of interest. 
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Fig. 7 Local Nuaselt number a s  a function of radial location; s/d = 0.07 
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Results for the local Nusselt number are presented in Figs. 6 
to 11. Figures 6 to 8 are for sld = 0.07 and Figs. 9 to 11 are for 
s/d = 0.1. For each value of s/d the figures are presented in 
order of increasing values of the Reynolds number. In analyzing 
those figures it should be kept in mind that for s/d = 0.07 the 
feeding orifice comprises the region -7.14 -< r/s ~ 7.14, and 
for s/d = 0.1 the region - 5  ~- r/s -< 5. At r/s = 7.14 for s/d 
= 0.07 and r/s = 5 for s/d = 0.1 the fluid enters into the diffuser 
proper. For low values of the Reynolds number the curves present 
a single peak as r/s increases from the center to the exit of the 
diffuser. As Re increases a secondary peak starts to be observed. 

The stagnant region is represented by the valley on the local 
Nusselt number profiles. As the flow enters into the diffuser re- 
gion the fluid particles impinge on the frontal disk yielding the 
heat transfer peaks observed in all the figures. Those peaks pre- 
cisely occur at the entrance of the diffuser, that is, r/s = 7.14 for 
s/d = 0.07, and r/s = 5 for s/d = 0.1. For low Reynolds number, 
as the flow progresses in the radial direction, the increase in the 
flow cross-sectional area causes the velocity to decrease yielding 
smaller values of Nu, which decrease asymptotically. For higher 
values of the Reynolds number a secondary peak is observed in 
the local Nusselt number profile. As seen from Figs. 8, 10, and 
11, after the first peak the decrease in the local Nusselt number 
associated with the decrease in the outflow velocity is arrested 
and Nu increases once again, attains a maximum, and then begins 
a steady decrease. As seen from the comparison between com- 
putation and experiments, the secondary peak was not captured 
by the numerical model. In the absence of the secondary peak a 
very good agreement prevailed between experiment and com- 
putation. The sharp decrease of Nu at the exit is due to a single 
point measured on the metallic disk outside the naphthalene- 
coated surface and is of no relevance. 

An overall appraisal of the figures indicates that the local Nus- 
selt number increases with increasing values of Re. Additionally, 
for a fixed Reynolds number, Nu increases as the gap between 
the disks increases. The secondary peak is more affected by Re 
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and s /d  values than the primary peak. It can be seen from Figs. 
7 and 10, both for approximately the same value of Reynolds 
number, that the gap between the disks has a great influence on 
the secondary peak. From those figures it is seen that as the gap 
increased by 43 percent (from 0.07 to 0.1 ), the primary peak 
increased by 9 percent whereas the secondary peak increased by 
67 percent. Furthermore, the secondary peak moves upstream as 
Re and s /d  increases. 

The occurrence of the secondary peak is unexpected and sug- 
gests that at the peak location the flow is no longer parallel (i.e., 
the flow may be separated) or has become unsteady. The dis- 
agreement between computation and experiment at the location 
of the secondary peak is a further evidence of the nonparallelism 
or unsteadiness of the flow. This is so because the numerical 
solutions predicted a parallel flow configuration for the fluid par- 
ticles that washed the frontal disk and temporal terms were not 
included in the numerical model. 

An attempt was made to relate the occurrence of the secondary 
peak with existing information in the open literature. However, 
due to major differences in the flow geometry a direct comparison 
with published results was not possible. 

It is known that the existence of an adverse pressure gradient 
in radial flows, due to the increase of the flow cross-sectional 
area, can cause flow separation (Mochizuki and Yang, 1985; 
Raal, 1978; Langer etal., 1990). Due to the flow separation, local 
heat transfe r peaks similar to those observed here have been re- 
ported by Mochizuki and Yao (1983) for purely radial flows. It 
was observed that at certain radial locations laminar flow sepa- 
rations occur periodically and alternately from both disk walls 
and that the separation points agree well with the points where 
local Nusselt number starts to increase toward a secondary peak. 
On the basis of their results, Mochizuki and Yao concluded that 
the upturn of the Nu curve was due to the strong mixing caused 
by the periodic flow separation and subsequent formation of a 
vortex street. 

In order to correlate the results obtained here in a manner sim- 
ilar to that reported by Mochizuki and Yao (1983), Fig. 12 was 
prepared. In this figure the dimensionless radial location corre- 
sponding to the position where the local Nusselt number starts 
to increase toward the secondary peak is plotted against a mod- 
ified Reynolds number that incorporates the dimensionless gap 
between the disks as suggested by Mochizuki and Yao. It is seen 
from Fig. 12 that irrespective o f s / d  the location of the upturn of 
the Nu curve seems to correlate with Re(s /d ) .  According to the 
figure secondary peaks are expected to appear for situations lying 
above the curve. 

The values of (r - d / 2 ) / s  corresponding to the upturn of 
the Nu curve obtained here and presented in Fig. 12 are con- 
siderably smaller than those of Mochizuki and Yao (1983). It 
is believed that the sharp corner at the end of the feeding or- 
ifice and the entrance of the diffuser plays an important role 
in the mechanism associated with the occurrence of the sec- 

ondary peak. Further research is required to shed more light 
into this phenomenon. 

For completeness, mention may be made of the local Nusselt 
number distribution associated with a single round jet impinging 
normally on a flat surface. There, for small separation between 
nozzle and plate, the distribution is characterized by a secondary 
peak similar to the ones observed in the present work (Martin, 
1977). However, for the jet the secondary peak is attributed to 
turbulence effects, which is not the case here. 

Conclusions 
The present work presented experimental and computational 

results for local heat transfer in radial flow between parallel and 
concentric disks. The flow is supplied axially by a feeding orifice 
placed in one of the disks. After being deflected by the frontal 
disk the flow is forced through the gap between the disks and 
becomes radial. Except for the frontal disk that is kept at a con- 
stant temperature, all other walls washed by the flow are main- 
tained adiabatic. At the entrance of the feeding orifice the tem- 
perature is constant and the main focus of this work is to deter- 
mine the heat transfer between the fluid and the frontal disk for 
various Reynolds number and gaps between disks. 

The flow throughout radial diffusers as the one considered here 
can be considered the basic problem for performance analysis of 
various engineering applications. Thrust bearings, aerosol im- 
pactors, and electro-discharge machining are some technological 
applications of radial flows. For the present work motivation 
came from valve systems of reciprocating hermetic compressors. 
In such compressors heat transfer from the suction valve to the 
refrigerant is highly undesirable as it represents losses in the com- 
pressor volumetric efficiency. 
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Fig. 12 Dimensional radial location corresponding to the position where 
the local Nusselt number starts to increase toward the secondary peak 
plotted as a function of Re(s/d). 
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The heat transfer experiments were performed indirectly using 
the existing analogy between heat and mass transfer. In particu- 
lar, the naphthalene sublimation technique was employed. Local 
sublimation rates of naphthalene were obtained by measuring 
surface depression. Values of surface depression were converted 
into local mass transfer coefficients, and, thereafter, into local 
Sherwood numbers (or Nusselt numbers). For compressor ap- 
plications a Prandtl number correction has to be used. A way of 
proceeding is to normalize the Sherwood number results as Sh/ 
Sc',  where n ~ ½. For the computations the flow was assumed 
to be laminar, steady, and axisymmetric. The governing equa- 
tions were solved using a finite volume methodology. 

Results were presented for two ratios between disk gap and 
feeding orifice diameter, s/d = 0.07 and 0.1. The Reynolds num- 
ber based on the mass flow rate and the feeding orifice diameter 
was varied from 600 to 4595. For small values of the Reynolds 
number, the distribution of the local Nusselt number along the 
radius was characterized by a valley, a peak, and a monotonic 
decrease. The valley was associated with the stagnant region in 
front of the feeding orifice. As the flow changes its direction from 
axial to radial, it impinges on the frontal disk causing a peak in 
the local Nusselt number profile. The flow then progresses be- 
tween the disks in the radial direction, and due to the increase in 
the flow cross-sectional area the outflow velocity decreases caus- 
ing an asymptotic decrease in the local Nusselt number. 

For higher values of the Reynolds number, the decrease in the 
local Nusselt number along the diffuser was arrested and a sec- 
ondary peak was observed. The radial location corresponding to 
the position of the upturn of the local Nusselt number toward the 
secondary peak was successfully correlated with a modified 
Reynolds number given by Re(s/d).  Secondary peaks are ex- 
pected to appear for situations lying above the curve of (r - d~ 
2)/s versus Re(s/d).  In the absence of the secondary peak a 
very good agreement prevailed between experiments and com- 
putation. The secondary peak was not captured by the numerical 
model. It is believed that the occurrence of secondary peaks is 
due to nonparallelism (i.e., separation) or unsteadiness of the 
flow field, and that it is affected by the presence of the axial flow 
at the diffuser entrance. 
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Heat Transfer and Pressure 
Drop Characteristics of Spirally 
Fluted Annuli: Part I - -  
Hydrodynamics 
This paper is the first of  two papers that present the results of  a comprehensive study 
o f  heat transfer and pressure drop in annuli with spirally fluted inner tubes for  the 
laminar, transition, and turbulent flow regimes. To understand the underlying physical 
phenomena responsible for  heat transfer enhancement, flow mechanisms documented 
elsewhere are combined with pressure drop measurements to propose friction factor 
correlations for  the low Re range (Re < 800) and the high Re range (800 < Re < 
43,500). Friction factors were found to be functions of  the flute depth, pitch and angle, 
and the annulus radius ratio. These correlations are used in the second paper to develop 
Nusselt number correlations in terms o f  the fluted annulus friction factor. Transition in 
these annuti occurred in the 310 < Re < 1000 range. In Part H of  this study, this early 
transition is shown to be responsible, in part, for  significant heat transfer enhancement. 
Friction factor increases were typically between 1.1 and 2.0 in the laminar regime, and 
up to 10 in the turbulent regime. These enhancement values can be used in conjunction 
with heat transfer enhancement values reported in Part H to determine appropriate 
ranges o f  applicability for spirally enhanced annuli. 

Introduction 

Single-phase heat transfer coefficients may be increased by 
artificially roughened surfaces, inlet vortex generators, vibration 
of the surface, application of electrostatic fields, and modifica- 
tions to the duct cross' section and surface. Many of these tech- 
niques typically increase the heat transfer coefficient through a 
change in flow patterns. In the recent past, some attention has 
been given to heat transfer augmentation by means of spiral 
flutes, grooves, and ridges on heat exchanger tubes. A spiral el- 
ement on the surface is believed to enhance convective heat trans- 
fer by introducing swirl into the bulk flow and/or periodic dis- 
ruption of the boundary layer at the tube surface due to repeated 
changes in the surface geometry. Several geometric parameters 
such as the bore diameter, envelope diameter, flute depth, pitch, 
and the number of starts, must be specified to define a spirally 
enhanced geometry completely as shown in Fig. 1. A change in 
any of these dimensions affects the flow and heat transfer char- 
acteristics of the tube. While some research has been done on 
similar geometries, there are deficiencies in the understanding of 
heat transfer and pressure-drop characteristics of spirally fluted 
geometries. 

The objective of the present two-part study is to experimen- 
tally investigate the heat transfer and friction characteristics of 
annuli formed by placing a spirally fluted tube inside a smooth 
outer tube (see Fig. 1 ). This paper, Part I, addresses the hydro- 
dynamic aspects, which explain the underlying physical phenom- 
ena responsible for heat transfer enhancement: Flow mechanisms 
documented elsewhere are combined with pressure drop mea- 
surements to propose friction factor correlations. These correla- 
tions are used in the second paper (Garimella and Christensen, 
1995) to develop Nusselt number correlations in terms of the 
fluted annulus friction factor. Friction factor increases over the 
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corresponding smooth-annulus values can be used in conjunction 
with heat transfer enhancement values reported in Part II to de- 
termine the pressure drop penalty that will be incurred to effect 
a desired increase in heat transfer. 

Previous Work 

Heat transfer and friction in tubes with repeated-rib roughness 
was investigated by Webb et al. ( 1971 ). They developed a fric- 
tion-factor correlation based on the law-of-the-wall similarity for 
sand-grain type roughness. Watkinson et al. (1973, 1975a, 
1975b) conducted studies on integral internally finned tubes for 
turbulent water and air flow, and laminar oil flow. Their results 
indicate that the high-spiral fin tubes result in the highest Nusselt 
number enhancements, followed by low-spiral fin tubes, and 
straight-fin tubes, respectively. They also found that transition 
occurs at lower Re values (250 to 1500) than for smooth tubes. 
Marto et al. (1979) demonstrated that the heat transfer coefficient 
and friction factor inside tubes are enhanced when spiral corru- 
gations are introduced on the tube wall. They found that the heat 
transfer coefficient and friction factor are higher for tightly 
spaced or deep grooves because at low pitch values, the flow 
patterns change from predominantly swirling motion to predom- 
inantly turbulent mixing. 

A survey of heat transfer and friction factor studies for spirally 
fluted tubing was conducted by Bergles (1980). For laminar in- 
ternal heat transfer in heating, a maximum increase in the heat 
transfer coefficient and friction factor of 200 percent was re- 
ported. For turbulent internal flow, several studies were quoted 
with improvements of up to 400 percent above the plain tube 
heat transfer coefficients, but the pressure drop was as much as 
10 times higher than for plain tubes. Flow in an annulus formed 
by a fluted inner tube and a smooth outer tube was identified as 
the configuration for which "more data are sorely n e e d e d . . . " .  

Heat transfer and pressure drop for tubes with single- and mul- 
tiple-helix internal ridging were investigated by Withers ( 1980a, 
b). An empirical correlation for friction factor in terms of the 
Reynolds number Re and a set of adjustable constants was pro- 
posed. Nakayama et al. (1983) conducted an experimental in- 
vestigation of heat transfer augmentation for water flowing 
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Fig. 1 Fluted-tube annulus 

through spirally ribbed tubes in the turbulent regime. They pos- 
tulated that at low helix angles, the flow near the wall follows 
the rib profiles, while at high helix angles, it crosses the ribs. At 
intermediate angles, the flow changes from swirl-dominated flow 
to cross-over flow. 

Ravigururajan and Bergles (1985)  proposed generalized cor- 
relations for turbulent flow in several internally r ibbed tube ge- 
ometries based on data cited by most  of the above-mentioned 
investigators. They commented that in many of the studies em- 
ploying sand-grain roughness analyses and the heat t r ans fe r -mo-  
mentum analogy, the effects of pitch and helix angle, if  included, 
were only as adjustments or "af te r thoughts ."  They questioned 
the validity of  these approaches due to the presence of signifi- 
cantly different swirl flow mechanisms in these geometries and 
chose a statistical approach to correlate data from many different 
studies. 

Richards et al. (1987)  presented pressure drop and heat trans- 
fer results for turbulent flow of water in fluted tubes as individual 
correlations of  friction factor and Nusselt number  for each tube. 
Garimella et al. (1988)  conducted a survey of heat transfer and 
pressure-drop augmentation for turbulent flow in spirally en- 
hanced tubes. A geometric parameter known as severity (~b = 

e2/pD) was used to characterize Nusselt  number  and friction- 
factor enhancements.  An increase in e or a decrease in p or D,  
keeping other dimensions constant, yields a geometry that de- 
parts further from that of  a plain tube. Three functions were de- 
fined, namely, heat transfer enhancement  (eh = Nur/Nu.,), fric- 
tion-factor enhancement  (e:  = J~/f~.), and enhancement  efficiency 
(~ = eJe f ) ,  and the dependence of each of these functions on 
severity was investigated. Severity was found to be a good cor- 
relating parameter for data for over 60 different tubes from many 
previous studies. They showed that in turbulent flow, the friction- 
factor increase is usually much larger than the corresponding 
increase in heat transfer. 

Few of the studies cited above address heat transfer and fluid 
friction in fluted geometries through the entire range of flow re- 
gimes and geometric combinations.  Most  of  the above investi- 
gations focused only on the turbulent flow regime, but it is 
equally important  that similar investigations be performed for the 
laminar and transition f low regimes, especially because heat 
transfer coefficients are inherently lower in the laminar and tran- 
sition regimes than those for turbulent flow. Also, for the design 
of a heat exchanger, friction factors and heat transfer coefficients 
for the tube side and the annulus side are equally important in 
the determination of length and pressure drops. However, prior 
studies have not investigated enhancement  in annuli. The present 
study addresses these deficiencies in the literature on spirally 
fluted geometries. 

Experimental Approach and Procedures 
The experimental  apparatus used for these tests is described 

briefly here. Further details can be found in the study by Gari- 
mella (1990) .  Nine fluted tubes, selected to achieve an adequate 
variation in all the relevant geometric variables, were used for 
the pressure-drop tests. Each tube was placed in different smooth 
outer tubes, which enabled the testing of annuli with different 
radius ratios. A matrix of all the annuli for which pressure-drop 
tests were conducted is presented in Table 1. Smooth-tube annuli 
were also tested for benchmarking purposes. 

A schematic of the flow loop and the test sections used for the 
pressure-drop tests is presented in Fig. 2. City water was supplied 
to a settling tank equipped with an overflow line. In this tank, 
any dissolved air escaped to the atmosphere. In addition, the 
overflow line ensured a constant level and, therefore, a constant 
pressure head at the inlet to the pumps. From the settling tank, 
water flowed to two pumps connected in parallel. One or two of 
the pumps were used at any given time, depending on the specific 

N o m e n c l a t u r e  

Ac = cross-sectional area = 7r(D~.i - L~y = 
Do2.,,)/4, m m  2 rn = 

Db = bore diameter, m m  N = 
De = envelope diameter, m m  Nu = 
Dh = hydraulic d iameter  = (D,.i - p = 

Dv.o), mm p* = 
Dr = volume-based fluted tube diame- 

ter, mm Re = 
Do.i = inner diameter of the outer tube, Rectit.L = 

mm 
e = flute depth = (De - Db)/2, m m  Recrit.v = 
e: = friction-factor increase = ~/f~ 
eh = heat transfer enhancement  = r* = 

Nu//NuT 
e* = nondimensional  flute depth = e/ t = 

D~.o V =  
f = friction factor = (2APDh/pV2L) Vol. = 

FB = flute base, mm W = 
L = tube length between pressure x = 

taps, m 

L/Dh Re 
mass flow rate, kg/s  
number  of flute starts 
Nusselt number  = hDh/k 
flute pitch, mm 
nondimensional  flute pitch = 
pID~.o 
Reynolds number  = pVDh/Iz 
lower critical Reynolds num- 
ber 
upper critical Reynolds num- 
ber 
annulus radius (diameter) ratio 
= Do.oID,,.~ 
tube wall thickness, m m  
flow velocity, m/s 
volume, m 3 
volumetric flow rate, m3/s 
representative variable 

A P  = pressure drop, Pa 
A x  = error in variable x, absolute value 

cx = uncertainty in variable x, fraction 
/9 = flute helix angle = tan-l(TrDv,o/ 

Np) 
0* = nondimensional flute angle = 0/90 

= enhancement  efficiency = eh/e z 
/.z = viscosity, kg/s .  m 
p = density, kg /m 3 
~b = severity = e2/pD 

Subscripts 
a = annulus, annulus side, augmented 
f = friction factor, fluted 
h = hydraulic, heat transfer 
i = inner 

o = outer 
s = smooth 
t = tube, tube side 
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Table I Test matrix for pressure-drop measurements 

I Inner  T u b e  O u t e r  T u b e  

Annulus  D, D,~ Db, o D,, o P N Don 
m m  m m  m m  m m  m m  m m  

A01T01 19.050 18.796 11.227 12.243 13.259 3 25.273 
A02T01 19.050 18.796 11.227 12.243 13.259 3 29.972 
A01T02 19.050 19.812 15.494 17.399 6.223 5 25.273 
A02T02 19.050 19.812 15.494 17.399 6.223 5 29.972 
A01T04 19.050 21.082 13.970 16.281 13.259 ! 3 25.273 
A02T04 19.050 21.082 13.970 16.281 13.259 3 29.972 
A01T05 12.700 14,224 9.271 10.185 13.239 3 25,273 
A03T05 12.700 i 14.224 9.271 10.185 13.259 3 23.622 

i 

A04T05 12.700 I 14.224 9.271 10.185 13.259 3 20.447 
A01T06 15,875 17.145 11.125 12.116 11,735 3 25.273 
A03T06 15.875 17.145 11,125 12.116 11.735 3 23.622 
A04T06 15.875 17.145 11.125 12.116 11.735 3 i 20.447 
A01T07 15,875 16.154 10.312 12.040 6.629 4 25,273 
A03T07 15,875 16.154 10.312 12.040 6.629 4 23.622 
A04T07 15.875 16.154 10,312 12,040 6.629 4 20,447 
A02T08 25.400 26.670 19.050 19,964 15.240 4 29.972 
A05T08 25.400 26,670 19.050 19.964 15.240 4 40.894 
A01T09 15,875 16.637 i 11.684 12.725 8.230 4 25.273 
A03T09 15.875 16.637 11.684 12.725 8.230 4 23.622 
A04T09 15.875 16.637 11.684 12.725 8.230 4 20.447 
A01T10 12.700 12,827 8.890 9,804 6.096 4 25.273 
A03T 10 12.700 12.827 8.890 9,804 6.096 4 23.622 
A04T10 12.700 : 12.827 8.890 9.804 6.096 4 20.447 

NOTES: 
~8 = Original smooth-tube diameter 
Do,o = Outer envelope diameter 
)b,o = Outer bore diameter 

= Flute pitch (space between consecutive flutes) 
= Number of flute starts 

3o~ = Inner diameter of outer smooth tube 

~nnulus Number A**T** refers to outer smooth tube number A*...~ and inner fluted tube number T*_~; e.g., A04TI0 
'efers to outer tube number 4 and inner tube number 10. 

flow rate requirements. A magnetic flowmeter was installed be- 
tween the control valves and the inlet to the test section. After 
flowing through the annulus side of the test section, the water 
flowed through a valve into the drain. The test section consisted 
of a 2.438-m-long annulus formed by placing a fluted tube with 
plain ends into a smooth outer tube. Two pressure taps were 
mounted on the outer tube to measure the differential pressure 
drop across the length of the annulus. A detail of these pressure 
taps is also shown in Fig. 2. The taps were designed specifically 
to minimize potential errors due to local circumferential pressure 
variations. Six holes, 60 ° apalt, were drilled into the outer tube 
of the annulus at each of the two axial locations. Water from the 
annulus flowed out through these holes into a jacket brazed to 
the outer tube, thus equalizing the pressure from six circumfer- 
ential locations. The tap conveying the pressure to the transducer 
was screwed on to this outer jacket. 

The magnetic flowmeter was capable of measuring flow rates 
in the range 1.199 X 10 6 mS/s to 1.793 × 10 -3 m3/s .  The 
pressure taps were located near the inlet and the outlet of  the test 
section. The upstream tap was located 0,914 m from the inlet of 
the annulus to ensure fully developed flow. Information about 
entrance lengths for flow in smooth annuli is available in Kakac 
et al. (1987).  For laminar flow, the entrance length Lh-~ = (L/ 
Dh Re) varies from 0.0175 to 0.0109 for radius ratios of 0.1 < 
r*  < 0.75. Thus, for a value ofDh = 12.7 mm, where Dh = (Do 
- Di ), and Re = 2000, the maximum value of the entrance length 
would be 444.5 mm for a smooth annulus. For turbulent devel- 
oping flow, L/Dh values of 15 suffice for establishing fully de- 
veloped flow. These values are much smaller than the 0.914 m 
provided in the test section. 

Two differential pressure transducers, with maximum APs of 
37.36 × 10 3 Pa and 689.5 × 10 3 Pa, were used to measure pres- 
sure drops. The low and high A P  transducers had accuracies of 
_+0.2 and _+0.25 percent of the calibrated span, respectively. The 
low A P  transducer was further calibrated to an accuracy of  
+ 12.44 Pa. The tests were conducted for 23 different annuli up 
to the flow rate that could be sustained by the system, about 1.512 
kg/s,  with the corresponding pressure drops being up to 241.3 
× 10 3 Pa, depending on the annulus being tested. 

D a t a  A n a l y s i s  

The Reynolds number was calculated from the measured vol- 
umetric flow rate based on the hydraulic diameter, Dh. The flow 
velocity was calculated using the cross-sectional area, A~.. It 
should be noted that the fluted tube does not have a circular cross 
section, and previous investigators have arbitrarily chosen the 
envelope diameter, De, the bore diameter, Db, or a mean of the 
two to represent the tube. In the present study, a diameter that 
represented the actual average cross-sectional area of  the fluted 
tube was chosen. The volume of water required to fill a given 
length of  tubing was measured. From the length of tubing, and 
the measured volume, the volume-based diameter, Dv.i was cal- 
culated as follows: 

•/4 Vol 
Dvi = (1)  

' 7rL 

The volumetric outside diameter, D ..... which is the quantity of 
interest for the annulus side, is calculated by adding twice the 
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Fig. 2 F l ow  loop and test section for pressure-drop testing 

tube thickness (t) to D,,~. While Dv.o is an accurate representation 
of the fluted tube diameter, in practice, it can only be calculated 
after the tube has been fabricated, which limits its applicability 
to tube specification. Therefore, a model was developed to cal- 
culate the volumetric diameter in terms of geometric features 
such as the tube bore and envelope diameters, number of flutes, 
and flute pitch. The cross-sectional area may be approximated as 
the sum of the clear bore area, and the area within the flutes, each 
flute being approximated as a triangle with the height equal to 
the flute depth, as shown in Fig. 3. This approximation for the 
tube cross-sectional area yields the following expression for D~,i : 

Actual Profile 

Fig. 3 

Bore 

Model 

Volumetric diameter of a fluted t u b e  

(De-Db)/2 

e, pitch, p, and the number of flute starts, N, were nondimen- 
sionalized using the tube volumetric outside diameter, D~.,. The 
nondimensional flute helix angle /9* (with respect to the tube 
axis) was used to represent N. Annuli formed by different outer 
tubes for the same inner fluted tube were characterized by the 
radius ratio, r*. 

The uncertainties in the reported values for f were estimated 
using the compounding-of-errors technique (Kline and Mc- 
Clintock, 1953). Let cx represent the fractional error in any vari- 
able, x, with absolute error, Ax. A sensitivity equation can be 
written as follows: 

c~ = cap + c2o,, + 4c2v + c~ (4) 

As an example of this analysis for the annulus A01T02, uncer- 
tainties in the measurement of the volume of water, and the length 
and thickness of the tube, translated to an error in D,.o of 0.03 
mm. The error in the annulus cross-sectional area was calculated 
to be 5.12 mm 2. The error in the flow velocity is composed of 
the error in Ac and the error in the flow rate measurement. This 
yields an error in Vof 0.082 m/s (at Re = 20,802). The error in 
Dh was calculated to be 0.131 mm. The error in the pressure drop 
was 74.7 Pa. Combining these errors, the uncertainty in fvalues 
calculated from the measured pressure drops is estimated to be 
_+4.3 percent at Re = 20,802. At the lower Re values, due to the 
small magnitudes of the pressure drops (and a measurement un- 
certainty of 12.4 Pa), the uncertainty in the friction factor is 
higher: 9.4 percent at Re = 455. 

Results 

Results from the validation tests on smooth-tube annuli with 
radius ratios of 0.636, 0.754 and 0.806 are presented in Fig. 4. 

D,,,i = ~/D~,i + N(D,,i - ~ Db, i )FB 
(2) 

where F B  refers to the portion of the tube circumference occupied 
by an individual flute: 

( 1 - R) 7rDb.i 
F B  - (3) 

N 

Further details of the derivation of this model for Do are available 
in Garimella (1990). The trough-to-circumference ratio, R, used 
in the equation above, can either be obtained through detailed 
measurements of the tube profile, or estimated from visual in- 
spection. This model for the fluted tube diameter was validated 
by comparing the value of Do calculated using this model with 
the values obtained by measuring the volume of water within the 
tube. For 15 tubes with widely varying geometries, the error was 
typically less than 3 percent. 

Darcy friction factors were computed based on the above-men- 
tioned definition of the hydraulic diameter, Dh. The flute depth, 
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Measured values and values obtained from the literature are pre- 
sented for the Reynolds number range 1408 < Re < 28227. For 
the laminar regime, the correlation developed by Natarajan and 
Lakshmanan (1973) was used as a reference. For the turbulent 
regime, the correlation developed by Techo et al. (1965) for 
smooth tubes, with an appropriate modification for the annular 
geometry suggested by Kakac et al. (1987) was used. Transition 
occurs in smooth annulS between the lower critical Re (2090 < 
Recrit.L < 2775, depending on r*) and the upper critical Re (2960 
< Re=~,.u < 3300) according to Walker et al. (1957). Because 
friction factors for this region are somewhat indeterminate, log- 
arithmically interpolated values between the laminar and turbu- 
lent values at Rectit.L and Recrit.v were used to represent this region. 
It can be seen from Fig. 4 that there is good agreement between 
the smooth annulus friction factors obtained here and the corre- 
sponding values in the literature. 

Sample graphs for the friction factors in fluted annulS, the cor- 
responding smooth-annulus values, and the ratio of the two, are 
presented in Figs. 5 and 6. In Figs. 5 and 6, the ordinates on the 
left and right sides refer to the friction factor, and friction-factor 
increase, respectively. In Fig. 5 for A01T02, the curve for3~ is 
almost parallel to the corresponding~ curve in the low Re range 
up to Re ~ 600. At this value of Re, the slope undergoes an 
abrupt transition, representing a change in the flow characteris- 
tics. The transition Re value is much lower than the value ex- 
pected for a smooth annulus (2560 < Re < 3190 at r* = 0.688, 
Walker et al., 1957). This change is also clearly reflected in the 
friction-factor increase graph. The increase in the low Re range 
is about 1.5 times the smooth-annulus value. 

In the high Re range, the~ graph is "flatter" than the~ graph, 
resulting in a friction-factor increase graph that has a positive 
slope. Also, the enhancement in this regime is much higher, be- 
tween four and six times the smooth-annulus value. In the neigh- 
borhood of Re ~ 2500, the small region of rapid slope changes 
in the friction-factor increase graph is due to the indeterminate 
nature off~. in this region. Figure 6 for Annulus A01T04 is similar 
to Fig. 5 in most respects. The notable difference, however, is 
that transition between low Re and high Re friction factors is 
gradual (see especially the graph of friction factor increase versus 
Re), and no single value for Re may be identified as the "critical 
Re" value. Across the test matrix, both types of transition were 
exhibited, with the departure from laminar behavior occurring 
without exception at much lower Re values than for smooth an- 
null. 

Friction factors for annulS formed by one tube, T04, are pre- 
sented in Fig. 7, which illustrates the effect of using different 
outer smooth tubes with the same fluted tube (i.e., varying r*). 
The larger value of r* corresponds to a tighter annulus and results 
in a higher value of the friction factor. In addition, transition 
appears to occur in a more gradual manner as r* is increased. 
This is because a greater fraction of the flow is in swirl at the 
higher r* values. 

The results described above were used to develop correlations 
for friction factor in fluted-tube annulS. Results of flow visual- 
ization tests conducted by Gafimella (1990) were also used to 
develop a rationale for the correlation procedure. In those tests, 
it was found that the flow in this geometry is not a mere pertur- 
bation of smooth-annulus flow through surface roughness; there- 
fore, law-of-the-wall similarity and other such approaches toward 
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data correlation are not justifiable on a fundamental basis. The 
fluid does not flow in clearly demarcated trough and crest zones 
near the wall, and a purely axial flow away from the wall. In fact, 
it flows in a spiral pattern at an angle to the tube axis that is 
different from the flute helix angle. Moreover, flow that begins 
in the trough does not continue to stay in the same trough for 
any appreciable distance. It alternately crosses over between the 
trough and the crest as it flows spirally in the annulus. Therefore, 
a correlation technique based on models that simply superimpose 
flow in different zones of the geometry (troughs and crests, or 
near fluted wall and near smooth wall) is not likely to be suc- 
cessful. A statistical approach, similar to that used by Ravigu- 
rurajan and Bergles (1985) for spirally enhanced geometries was 
used in the present study. 

Results from the flow visualization and pressure-drop tests in 
this study showed that a Reynolds number of 800 adequately 
delineates laminar and turbulent flow in fluted-tube annuli (see 
also Garimella, 1990, and Garimella and Christensen, 1993). 
Therefore, the 1947 data points were divided into two sets: (a) 
low Re data: Re < 800 (120 points), and (b) high Re data: Re 
> 800 ( 1827 points). The fluted friction factor/~was represented 
as a product off. and an augmentation function dependent on the 
geometry and the Reynolds number. For smooth annuli, Nata- 
rajan and Lakshmanan ( 1973 ) have proposed the following lam- 
inar-flow correlation: 

96r.0.035 
- - -  (5) 

Re 

The fluted-annulus friction factor can be written as: 

j~ = ~[1 + ao ReC'(e*'P*'r*'a*)e * C~(Re.p*.r*.O*)p. C3(Rc.,*J*.O*) 

× O* C'CRe'e*'P*'r*~r* C~Re.e*.p*.O*~] (6) 

where the term in brackets is the augmentation function, and C~ 
. . . .  C5 are functions of the geometric parameters. The cross 
effects between all the variables and the parameters were first 
included as evidenced by the appearance of several parameters 
in the exponents of the respective variables in this equation. A 
commercially available program that uses nonlinear regression 
techniques (Marquardt-Levenberg algorithm) was used to cor- 
relate the data in this form. After a series of successively im- 
proved models, the following equation was chosen as the best 
fit: 

96r.O.O35 
"/~ = R-----e'-- [1 + 101.7 Re°'52e * l65+z°°°*r *5.77] (7) 

The correlation above predicted 68 percent of the low Re data 

( 120 points) within _+20 percent. Measured friction factors and 
the values predicted by this equation are compared in Fig. 8. 

The high Re data were correlated using the same steps that 
were used for the low Re data. The following correlation (Techo 
et al., 1965) is applicable for turbulent flow in smooth tubes: 

f~ 4[1.73721n(1.9641nR~e 3 .8215)] -2  = ( 8 )  

Kakac et al. (1987) suggested the following multiplier for the 
Techo et al. correlation, which would enable prediction of 
smooth-annulus friction factors in the range 5000 < Re < 107: 

f~..o = f,.,(1 + 0.0925r*) (9) 

where the subscript s, a refers to a smooth annulus, and the sub- 
script s, t refers to a smooth tube. The correlation is only valid 
for Re > 5000. However, for the fluted annulus, friction factor 
and flow visualization tests showed that transition from laminar 
behavior occurred at much lower Re values. Therefore, it was 
assumed that this equation, coupled with the appropriate aug- 
mentation function, could be used for lower Re values (Re -> 
800). Thus: 

[ ( Re ) ] - 2  
3~ = 4 1.7372 In 1.964 In Re - 3.8215 

× (1 + 0.0925r*)ef (10) 

where ef is the enhancement function for the fluted annulus and 
is similar in form to Eq. (6) for the laminar correlation. After 
implementing the curve-fitting process, the following enhance- 
ment function for the high Re range (800 < Re < 43,500) fric- 
tion factors was obtained: 

ey= (1 + 222Re°'°ge*24°p*-°'490*-°38r *zz2) (11) 

The correlation above predicted 73 percent of the high Re data 
( 1827 points) within _+20 percent. A comparison of the measured 
and predicted friction factors is presented in Fig. 9. This corre- 
lation is used in the second part of this study (Garimella and 
Christensen, 1995) to correlate the heat transfer data in terms of 
the fluted annulus friction factor, thus illustrating the interde- 
pendence of fluid flow and thermal phenomena. The correlations 
above are valid for: 

0.124 < e* < 0.309 

0.358 < p* < 1.302 

0.431 < 0* < 0.671 

0.388 < r* < 0.688 
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Comparison With Previous Studies 
The results of the present study are now compared with those 

obtained by previous investigators for similar geometries. Be- 
cause the enhanced annulus has received no attention in the past, 
direct quantitative comparisons are not feasible. However, results 
from the present study, especially those related to transitions and 
enhancements over smooth geometries, can be qualitatively com- 
pared with previous studies. In the present study, transition be- 
tween laminar and turbulent behavior occurred in the range 300 
< Re < 1000. The terms laminar and turbulent are used here to 
facilitate comparison: flow in a fluted annulus is fundamentally 
different from that in a smooth annulus. Tangential velocities are 
present at almost all Re values. It is shear between these com- 
ponents and the bulk axial flow that leads to transition at very 
low Re values. These transitions were documented by Garimella 
(1990) through visual techniques, and were corroborated here 
through analyses of the pressure-drop data. In some cases, the 
transition was gradual, and no single Re value could be charac- 
terized as the critical Re. In other cases, transition Re values were 
identified. For a smooth annulus, transition is initiated in the 
range 2090 < Recrit.L < 2775, and the flow becomes fully tur- 
bulent in the range 2960 < Recn,.u < 3300 (Walker et al., 1957 ). 
Thus, using a fluted inner tube causes transition at much lower 
Re values than for smooth annuli. Similar observations were 
made by Watkinson et al. (1975b) for tubes with spiral internal 
fins, who reported that transition occurred in the range 250 < Re 
< 1500. 

In the present study, friction factors in the laminar regime were 
typically found to be between 1.1 and 2.0 times the smooth an- 
nulus values. (A few cases showed an increase of up to 3.5 times 
the smooth values). Bergles (1980) reported laminar (r values 
of up to 2, which agrees well with the results of the present study. 
In the turbulent regime, friction-factor increases (er) of up to 10 
times were observed in the present study, with a typical value 
being in the range 4 < et < 5. Marto et al. (1979) reported er 
values of up to 10 for turbulent flow, some of their tubes being 
similar to the fluted tubes used in this study. They also found that 
ef increases with an increase in flute depth or a decrease in flute 
pitch. Both these findings are similar to the results for the pres- 
ent study. Another feature of their results was that the friction 
factor becomes relatively independent of the Reynolds number 
for very deeply fluted tubes. For many of the annuli tested in 
the present study, the slope of the fluted annulus f - R e  graph 
was flatter than that of the corresponding smooth annulus (see 
Fig. 5 ). B ergles (1980) reported turbulent e I values of up to 10 
for similar tubes. The survey of spirally enhanced tubes in tur- 
bulent flow by Garimella et al. (1988) showed ef values as high 
as 30. Thus, ef values for spirally fluted annuli reported here are 
in the range of values reported in previous studies on spirally 
enhanced tubes. 

Conclusions 
This study represents a comprehensive investigation of fric- 

tion-factor enhancement in spirally fluted annuli over all three 
flow regimes. A wide variation in all the relevant geometric pa- 
rameters was also achieved. Correlations were developed for fric- 
tion factors by using measured data and previously observed flow 
mechanisms. The effects of geometry and flow-related variables 
were modeled. The results are in general agreement with the lim- 
ited literature in this area. The study focused on the annulus side, 
which has typically been ignored by most investigators. The fol- 
lowing specific conclusions were drawn: 

• Friction-factor increases over smooth-annulus values were 
typically between 1.1 and 2.0 for laminar flow, and up to 
10 for turbulent flow. 

• The annulus radius ratio is an important parameter in de- 
termining the fluted-annulus friction factor: ef increases 
with an increase in r*. 

• Transition in fluted annuli occurs at much lower Re values 
(300 < Re < 1000) than for smooth annuli. 

• Friction-factor data were correlated in two regimes: Re < 
800 and 800 < Re < 43,500, by developing augmentation 
functions with respect to smooth-annulus values in terms 
of dimensionless geometric and flow parameters. 

The results from this study serve as the basis for the understand- 
ing of heat transfer in spirally fluted annuli. The flow regimes 
and the respective transitions identified here using friction factor 
data are used to interpret Nusselt number variations and the fric- 
tion factor correlations developed here are incorporated into the 
Nusselt number correlations in the second part of this study (Gar- 
imella and Christensen, 1995). 
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Heat Transfer and Pressure 
Drop Characteristics of Spirally 
Fluted Annuli: Part II--Heat 
Transfer 
This paper is the second of  two papers that present the results of  a comprehensive study 
of heat transfer and pressure drop in annuli with spirally fluted inner tubes for the 
laminar, transition, and turbulent flow regimes. Fourteen fluted tubes with varying 
geometries were studied, with up to three outer smooth tubes for each fluted tube. Flow 
patterns and transitions between flow regimes investigated through visualization tests, 
friction factor data (from Part 1), and tube surface-temperature measurements were 
used to explain the enhancement phenomena. The fluted inner tubes induced a signifi- 
cant degree of  swirl in the flow, and transition occurred in the 310 < Re < 1000 range. 
A Nusselt number correlation was developed in terms of  the fluted annulus friction 
factor developed in Part 1 and geometric parameters. Nusselt numbers were between 4 
and 20 times the smooth annulus values in the low Re range, while turbulent enhance- 
ments were between 1.1 and 4. O. These enhancement values can be used in conjunction 
with friction factor increase values reported in Part I to determine appropriate ranges 
of  applicability for  spirally enhanced annuli. 

Introduction 
Single-phase heat transfer coefficients may be increased by 

artificially roughened surfaces, inlet vortex generators, vibration 
of the surface, application of electrostatic fields, and modification 
of the duct cross section and surface. Many of these techniques 
increase the heat transfer coefficient through a change in flow 
patterns. In the recent past, some attention has been given to heat 
transfer augmentation by means of spiral flutes, grooves, and 
ridges on heat exchanger tubes. A spiral element on the surface 
is believed to enhance convective heat transfer by introducing 
swirl into the bulk flow and/or periodic disruption of the bound- 
ary layer at the tube surface due to repeated changes in the ge- 
ometry. Several geometric parameters such as the bore diameter, 
envelope diameter, ridge or flute depth, pitch and shape, and the 
number of starts, must be specified to define a spirally enhanced 
geometry completely. These dimensions are shown in Fig. 1. A 
change in any of these dimensions affects the flow and heat trans- 
fer characteristics of the tube. While some research has been done 
by previous investigators on similar geometries, there are defi- 
ciencies in the understanding of heat transfer and pressure drop 
characteristics of spirally fluted geometries. The objective of the 
present two-part study is to experimentally investigate heat trans- 
fer and friction characteristics of annuli formed by placing a spi- 
rally fluted tube inside a smooth outer tube (see Fig. 1 ). Part I 
of this study (Garimella and Christensen, 1995) addressed the 
hydrodynamic aspects, which explain the underlying physical 
phenomena responsible for heat transfer enhancement. Flow 
mechanisms and pressure drop measurements were used to pro- 
pose friction factor correlations. It is shown in this paper, Part I[, 
that these fluted-annulus friction factor correlations can be used 
in conjunction with heat transfer data to develop Nusselt number 
correlations. Heat transfer enhancements over the corresponding 
smooth-annulus values can be compared with the friction factor 
increases reported in Part I to determine the pressure drop penalty 
that will be incurred to effect a desired increase in heat transfer. 

Contributed by the Heat Transfer Division and presented at the ASME Winter 
Annual Meeting, New Orleans, Louisiana, November 28-December 3, 1993. Man- 
uscript received by the Heat Transfer Division August 1993; revision received 
March 1994. Key words: Augmentation and Enhancement, Forced Convection, Heat 
Exchangers. Associate Technical Editor: W. A. Fiveland. 

Previous Work 
A comprehensive review of the literature on spiral enhance- 

ment of heat transfer in ducts was presented in Part I of this study 
(Garimella and Christensen, 1995) and also in the Dissertation 
by Garimella (1990). In Part I of this study, flow mechanisms 
and pressure drop in annuli with spirally fluted inner tubes were 
investigated for the laminar, transition, and turbulent regimes. 
From the variation of friction factor as a function of Reynolds 
number, it was shown that transition in these annuli occurs in the 
310 < Re < 1000 range. Friction factor increases in the laminar 
regime were typically between 1.1 and 2.0, while enhancements 
of up to 10 were recorded in the turbulent regime. The friction 
factors were found to be functions of flute depth, pitch and angle, 
and the annulus radius ratio. Two different friction factor corre- 
lations for Re < 800, and Re > 800, respectively, were proposed. 
Garimella and Christensen (1993) also conducted investigations 
of the flow mechanisms in annuli with different types of spirally 
enhanced inner tubes through visualization tests using dye injec- 
tion. Detailed temperature profile measurements were also made 
on the crests and troughs of the tube surface to investigate po- 
tential circumferential, axial, and spiral variations. It was found 
that the fluted inner tubes induced a significant degree of swirl 
in the flow. Spirally ribbed and spirally indented tubes induced 
progressively smaller degrees of swirl. The primary conclusion 
from these investigations was that the fluid does not flow exclu- 
sively in trough and crest zones near the enhanced-tube wall and 
in a purely axial flow away from the wall, but rather in a spiral 
pattern, alternately crossing over between the trough and crest. 
Their tests also confirmed the conclusion from friction factor data 
that transition in these annuli occurs in the range 310 < Re < 
1000. 

Previous studies have not addressed heat transfer in spirally 
enhanced geometries through the entire range of flow regimes 
and geometric combinations. Also, heat transfer coefficients for 
the tube side and the annulus side are equally important in the 
determination of tube-in-tube heat exchanger lengths, but prior 
studies have not investigated enhancement in annuli. The present 
study attempts to address these deficiencies in the literature by 
obtaining an understanding of heat transfer characteristics of 
fluted-tube annuli for a wide range of geometric and flow param- 
eters. 
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Experimental Approach and Procedures 
Fourteen fluted tubes, selected to achieve a wide variation in 

all the relevant geometric variables, were used for the heat trans- 
fer tests. The tube geometries tested here cover an even greater 
range than was included in Part I (Garimella  and Christensen, 
1995) for the pressure drop tests, thus extending the range of 
nondimensionai  parameters for which the results are applicable. 
Each tube was placed in up to three different smooth outer tubes, 
which enabled the testing of  annuli with different radius ratios. 
The annuli were tested as counterflow tube-in-tube heat exchang- 
ers. Smooth-tube annuli were also tested for benchmarking pur- 
poses. 

To achieve the objectives of this study, a test rig that allowed 
testing over a wide range of  flow rates was required. It was es- 
sential that temperature changes in the individual fluid streams, 
and the approach temperature differences used for the calculation 
of  LMTDs,  were large enough to minimize errors due to mea- 
surement inaccuracies. Electric heating from the tube side or the 
tube wall itself was deemed impractical because of the convo- 
luted fluted tube geometry and the high heat-duty requirement 
(up to 66 kW, or a linear flux of 26 k W / m  in the test section) 
for the high Re test points. Steam condensation on the tube side 
could not be used because for laminar flow on the annulus side, 
the low flow rate causes the cold fluid to approach the hot-side 
temperature within a very short distance. Thus, a substantial part 
of  the heat exchanger does not contribute to heat transfer but is 
erroneously included in the heat transfer area calculations. Near 
the outlet of the annulus side, the water could start boiling. Thus, 
this method was not suitable. 

Laminar  and turbulent heat transfer tests with reasonable tem- 
perature changes in the respective streams, as well as between 
the hot and cold side, can be performed by using single-phase 
water on both sides of the heat exchanger. An appropriately con- 
trolled tube-side inlet temperature and mass flow rate would pro- 
vide a high enough ratio of h,/h, without causing an excessive 
temperature rise in the annulus fluid or the "dead  heat ex- 
changer"  zone described above. As the annulus-side flow rate is 
increased to achieve the turbulent Re values, the tube-side flow 
rate can also be increased to maintain high values of h,/h,. Con- 
sidering these factors, this method was chosen for conducting the 
heat transfer tests. This method does, however, require a means 
of  calculating h, with an accuracy that depends on the specific 
value of h,/h,, in question. For the laminar tests, where this ratio 
is very high, errors even as high as _+300 percent or more in the 

N = 4 

O u T _ e r  S m o o t h  T u b e  

y o e r  F,o~e0 T00e _@ 
i 

Fig. 1 Fluted-tube annulus: focus of current study 

calculated values of  h, are acceptable and do not significantly 
affect the resulting value of  h, .  For the turbulent flow tests, rel- 
atively smaller errors are tolerable. A correlation for turbulent 
Nusselt  numbers  in spirally augmented tubes proposed by Ra- 
vigururajan and Bergles (1985)  satisfied these criteria and was 
used to calculate the tube-side coefficient, and thus deduce the 
annulus-side coefficient from measured UA values. 

The flow loop and the test section used in this study are shown 
in Fig. 2. A city-water supply line and a supply of  steam were 
used for the tests. The city water line was split into two different 
streams. One stream was used as the cold water inlet to the an- 
nulus side of the test section. The other stream was mixed with 
an appropriate amount  of  steam to provide the desired flow rate 
of  hot water at the required inlet temperature. The steam and cold 
water from the outlets of V2 and V3 were conveyed to the inlet 
of the tube side through a long serpentine section of piping, 
which ensured complete mixing of the water and the steam up- 
stream of the heat-exchanger inlet valve (V4) .  The hot water 
passed through the heat exchanger and exited to the drain. Cold 
water from the outlet of  valve VI  was supplied to the combina- 
tion of coarse and fine control valves VC and VF, from which it 
flowed through a magnetic flowmeter. This measured flow rate 
was used to calculate the heat  duty in the heat exchanger and the 

N o m e n c l a t u r e  

Ac = cross-sectional area = 7r(Do2i - L 
D~2.o)/4 LMTD 

Cp = speci fc  heat 
Db = bore diameter rh 
De = envelope diameter N 
Dh = annulus hydraulic diameter  = Nu 

(Do,i - Do,o) p 
Do.i = inner diameter of the outer p* 

smooth tube 
Do = volume-ba~ed fluted tube diame- Pr 

ter Q 
e = flute depth = (De - Db)/2 R 
e I = friction factor increase = ~ / f .  Re 
eh = heat transfer enhancement  = r* 

Nuf/Nus 
e* = nondimensional  flute depth = e/ T 

Do.o t 
f = friction factor = (2£XPDh/pV2L) U 

FB = flute base 
h = heat transfer coefficient V 
k = thermal conductivity Vol. 

= tube length 
= log-mean temperature differ- 

ence 
= mass flow rate 
= number  of flute starts 
= Nusselt  number  = hDh/k 
= flute pitch 
= nondimensional  flute pitch = 

p/Dv,o 
= Prandtl number  = #Cp/k 
= heat  duty 
= heat  transfer resistance 
= Reynolds number  
= annulus radius ratio = Do,o~ 

Do,i 
= temperature 
= tube wall thickness 
= overall heat transfer coeffi- 

cient 
= flow velocity 
= volume 

A T  = temperature difference 
ex = uncertainty in variable x 
0 = flute helix angle = tan - l  (TrD~.o/ 

Np) 
0* = nondimensional  flute helix angle 

= 0/90 
# = viscosity 
p = density 
~b = severity = e21pD 

Subscripts 
a = annulus, annulus-side, aug- 

mented 
f = friction factor, fluted 
h = hydraulic, heat transfer 
i = inner, inlet 

o = outer, outlet 
s = smooth 
t = tube, tube-side 

tot = total 
w = wall 
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Fig. 2 Heat transfer test facility 

calculation of annulus Re. (Manually collected tube-side flow 
rates were used to ensure energy balances.) After passing through 
the flowmeter, the cold water flowed through the counterflow 
heat-exchange test section and exited to the drain. 

The test section consisted of a 2.44-m-long heat exchanger, 
insulated on the outside, formed by placing a fluted tube inside 
a smooth outer tube. A detail of the manifolds that housed the 
inlets/outlets, thermocouple and RTD connections is shown in 
Fig. 3. The RTDs measured inlet and outlet temperatures of the 
tube side and the annulus side for overall energy balance. Ther- 
mocouple ports (for T-type thermocouples) were also provided 
213 mm from the ends of the inner tube. Temperatures measured 
at these locations provided experimental confirmation of the es- 
tablishment of fully developed flow. Eight 24-gage thermocou- 
pies were also welded to the fluted tube surface to measure tem- 
perature variations at the wall of the fluted tube. These measure- 
ments were used to propose flow mechanisms in the annulus, as 

reported earlier by Garimella and Christensen ( 1993 ). Numerical 
values and graphs of temperatures as a function of time were 
displayed and recorded on a computer to allow confirmation of 
steady state. Further details of the experimental apparatus are 
available in Garimella (1990). During the tests, the ratio of tube- 
side to annulus-side flow was kept at about five whenever fea- 
sible. Because the annulus-side flow area was typically larger 
than that of the tube side, this ratio of mass-flow rates resulted 
in an even higher ratio of heat transfer resistances. This control 
strategy helped in minimizing the sensitivity of the deduced ha 
values to errors in the tube-side correlations. 

Data Analysis 
The techniques used to reduce the data from the 45 annuli 

tested in this study are described here. The Reynolds number was 
calculated from the measured flow rate based on the hydraulic 

Annulu~-Slde \ V-Bond Clamp 
Idet/Ouflet \ ~--- 

~'l~/Outlet \ ./'~hlned ~u~Af ~r 

J"ll i illlllim 
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/ 
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Fig. 3 Heat transfer test section manifolds 
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diameter, D h. The flow velocity was calculated using the cross- 
sectional flow area, A,.. It should be noted that the fluted tube 
does not have a circular cross section; therefore, a diameter that 
represented the average cross-sectional area of the fluted tube was 
calculated from the volume of water required to fill a given length 
of tubing as follows: 

D,,i 4 ~  (1) 

The volumetric outside diameter, D~.o, which is the quantity of 
interest for the annulus side, is calculated by adding twice the 
tube thickness (t) to D~j. To facilitate tube specification, a model 
was developed to calculate the volumetric diameter in terms of 
geometric features such Do, D~, p,  and N. The cross-sectional 
area was approximated as the sum of the clear bore area, and the 
area within the flutes, each flute being approximated as a triangle 
with the height equal to the flute depth, which yields the follow- 
ing expression for D~.~: 

/ 
] 0 2  N(Dei  - Db.i)FB 

D,,i , = b , i  + ' (2 )  
V 71" 

where FB refers to the portion of the tube circumference occupied 
by an individual flute. Further details of the derivation of this 
model for Do are available in the first paper (Garimella and Chris- 
tensen, 1995) and also in Garimella (1990). This model was 
validated by comparing the value of Do calculated using this 
model with the values obtained by measuring the volume of wa- 
ter within the tube. For 15 tubes with widely varying geometries, 
the error was typically less than 3 percent. The flute depth and 
pitch were nondimensionalized using the volumetric diameter, 
D,,.o. The nondimensional helix angle 0* (with respect to the tube 
axis) was used to represent the number of flute starts, N. Annuli 
formed by choosing different outer tubes for the same inner fluted 
tube may be differentiated by the radius ratio, r*. 

The heat duties of the two fluid streams were calculated from 
the flow rates and the temperature changes in the respective 
streams from the inlet to the outlet. The discrepancy between Qa 
and Q, was less than 3 percent for about 90 percent of the data 
points. If there was a large discrepancy between these values, the 
specific data point was discarded. The log-mean temperature dif- 
ference (LMTD) is given by: 

(Th,i -- T,..o) - (Th.o -- T,..i) 
LMTD = (3) 

In [(Th.~ -- Tc.o)/(Th.o - To,,)] 

where the subscripts h and c refer to the hot and cold fluids, 
respectively. From the heat duty and the LMTD, the overall heat 
transfer coefficient UAtot was calculated as follows: 

atot 
UAtot - LMWDtot ( 4 )  

where the subscript tot refers to the total heat exchanger defined 
by fluid inlets and outlets. As mentioned above, several other 
thermocouples on the tube-side and annulus-side were installed 
at a distance of 213 mm from each end of the heat exchanger to 
determine the significance of end effects. Heat duties, LMTDs, 
and UAs were also calculated using the equations shown above 
for this "fully developed" heat exchanger for each data point for 
all the annuli. The UA for this shorter heat exchanger coincided 
with the UAto~ for the total heat exchanger within the limits of 
accuracy of measurement for all the data, implying that end ef- 
fects were negligible. 

The overall U value (UA/TrDo,oL) is comprised of the conduc- 
tance of the tube side, the tube wall, and the annulus side. Tube- 
side flow was always maintained in the turbulent regime, and the 
corresponding tube-side Nu is given by Ravigururajan and Ber- 
gles (1985) as follows: 

Nua = {1 + [2.64 Re°'°36e*°2t2p*-°21 
Nil.,. 

X (0*)  0.29 Pr-°°24] 7 }1/7 (5) 

The nondimensionalization in this correlation is with respect to 
the inside envelope diameter, De,i. The resulting Nusselt number 
was converted to the Do basis consistent with the present study. 
Nun in the above equation is the Petukhov and Popov (1963) 
correlation: 

(~ , /8)  Re Pr 
Nut = (6) 

1 + 12.7x/ffl8(Pr z /3-  1) 

where f~. is the smooth-tube friction factor (Petukhov, 1970; 
Darcy form): 

fs = 411.58 in (Re) - 3.28] -2 (7) 

These correlations were applied to calculate the tube-side heat 
transfer coefficient based on the fluted-tube outer volumetric di- 
ameter as follows: 

Nuik ( D,~.i ) (8) 
h,.o = ~ \ Ov.o / 

The tube wall presents the following resistance to heat transfer: 

Rw = "'- In (9) 
2kw 

From the overall heat transfer coefficient and the resistances of 
the tube side and the tube wall, the heat transfer coefficient of 
the annulus was calculated from the following equation: 

1 1 
= llh,.o + Rw + I /h ,  (10) 

Uncertainties in the reported values of Nu were estimated us- 
ing the compounding-of-errors technique (K line and Mc- 
Clintock, 1953 ). Uncertainties in the measurement of the volume 
of water, and the length and thickness of the tube, translated to 
a 0.05 mm error in Do,o. The error in the annulus cross-sectional 
area (annulus A150T04) was calculated to be 5.16 mm 2, and the 
error in the hydraulic diameter was 0.254 ram. The uncertainty 
in the calculation of Nu is composed of two major components, 
uncertainty in U, and uncertainty in deriving Nu from U, and the 
h, predictions. The sensitivity equation for U in terms of the mass 
flow rate, fluid temperature rise, tube surface area, and the LMTD 
may be written as follows: 

For a sample data point with Re = 19,095, with a temperature 
rise in the annulus of 9.28°C, and LMTD of 34.61°C (individual 
temperature measurement error of ±0.28°C), the uncertainty in 
U was estimated to be _+4.36 percent. A simplified version of the 
relationship in between uncertainties in the overall resistance and 
the components is as follows: 

[ ,,ot>1. [ ,,>i' 
C R ( a ,  = ~R(to t )R-~a)  J -Jr e.,,> R--~a) j (12) 

where R is the resistance to heat transfer, and subscripts tot, t, 
and a refer to the overall, tube side, and annulus side, respec- 
tively. The ratio of R, to R, in this case was 2.8. This implies that 
Rtot/R,, is 3.8/2.8, or 1.36. Substituting into the equation above, 
we have: 

1 _ _ E 2  
2 = 1.84eL(tot) + 7.84 R<,) (13) ER(a) 

From the correlation by Ravigururajan and Bergles (1985), the 
uncertainty in the tube-side resistance may be conservatively es- 
timated to be _+25 percent. By combining this with the uncer- 
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tainty in U calculated above, the uncertainty in the annulus-side 
Nu is _+10.7 percent. 

Results 
Two smooth-tube annuli were tested to validate the test pro- 

cedures and analysis techniques. The results are presented in Fig. 
4. The literature values for these annuli were obtained from Kays 
and Leung (1963). These investigators present turbulent heat 
transfer data for Re > 5000. Nusselt numbers for Re < 5000 are 
not available. Therefore, the data from Kays and Leung were 
correlated by the authors and the resulting equation was assumed 
also to apply for Re values between 3000 and 5000, with the 
recognition that the potential for error for Re < 5000 would be 
high. The correlation used was as follows: 

Nu,.., = 0.025 Re °'78 Pr°48r * --0.14 (14) 

where the subscript a, s refers to a smooth annulus. Error bands 
for this equation are also plotted in Fig. 4. The graphs show good 
correspondence between test results and the literature values. 

A sample graph of the Nusselt numbers for the fluted annuli 
formed by tubes of different flute depths, keeping other geometric 
parameters almost constant, is shown in Fig. 5. (A matrix de- 
picting the range of geometries covered in this study is presented 
in Table 1.) Corresponding smooth-annulus values from the lit- 
erature are also plotted for reference. It should be noted that the 
fluid Prandtl number changed during the test due to changing 
inlet/outlet temperatures; therefore, part of the variation/scatter 
in Nu is due to this property variation. Figure 5 shows that the 
slope of the Nu versus Re graph is almost constant, even at the 
low Re (Re ,~ 1000) end. There is no transition region (in the 
range of tested Re values 700 < Re < 40,000) as would be 
expected for the smooth annuli. This was the case for all the 
annuli tested in this study. The Nusselt number for a smooth 
annulus, on the other hand, remains at the laminar value up to 
2090 < Re < 2775 (Walker et al., 1957), the exact Re value 
depending on the annulus radius ratio. Thus, increases in Nusselt 
number of up to 20 are possible in the low Re region by using 
fluted annuli. In the turbulent regime, the enhancement is in the 
range 1.5 < eh < 4. The Nusselt number is higher for annuli 
with deeply fluted tubes, which is to be expected. 

The effect of p* on Nu (keeping other geometric parameters 
almost constant) is shown in Fig. 6. As p * increases (fewer flutes 
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per unit length), Nu decreases. Once again, this is to be expected 
from literature on similar geometries. Tubes with shallow, 
sparsely spaced flutes approach the smooth-tube limit; therefore, 
Nu is lowest for these tubes. Over the test matrix, it was found 
that even very gently fluted tubes help in establishing swirl flow, 
thereby enhancing heat transfer, especially for low Reynolds 
numbers. 

Nusselt numbers for annuli formed by Tube 12 and three outer 
smooth tubes are shown in Fig. 7. For all values of r*, Nuf is 
larger than Nus; however, Nuf is smaller for tighter annuli. In the 
graphs discussed above, a change in e* or p* simply reflects a 
change in the enhancement geometry; equal Re values even for 
different e* or p* imply comparison at the same bulk fluid ve- 
locities. However, in this case, different r* values at the same 
Re correspond to different bulk fluid velocities due to the differ- 
ent annulus gaps. The same holds true for the transformation 
between Nu and the heat transfer coefficient. Therefore, even 
though Nuf is smaller for large values of r*, the heat transfer 
coefficient at the same bulk fluid flow rate is actually larger for 
these tight annuli, as would be expected. The apparently anom- 
alous behavior displayed in Fig. 7 is, therefore, mainly due to the 
definition of Nu, Re, and r*. Also, heat transfer enhancement 
requires that the flow be not only disturbed (which increases 
friction), but also that the fluid and energy be transported away 
from the fluted surface to the bulk flow. For very tight annuli, 
swirl and recirculation might be occumng at the same global 
location, which increases the dissipative friction factor without 
necessarily transporting the energy downstream. In addition, for 
the same flute depth, the flow degenerates to flow over fully 
rough surfaces much more readily when the r* value is large, 
because the ratio of flute depth to the annulus gap is higher for 
these cases. 

Data Correlation 
Flow visualization and qualitative heat transfer testing 

(Garimella and Christensen, 1993) showed that the flow in 
this geometry is not a mere perturbation of smooth-annulus 
flow through surface roughness; therefore, law-of-the-wall 
similarity and other such approaches toward data correlation 
are neither justifiable on a fundamental basis, nor likely to 
yield successful correlations. The fluid does not flow exclu- 
sively in clearly demarcated trough and crest zones near the 
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Table 1 Range of geometric parameters investigated ~.~;. 

A No D.,o D.,o Db, o D.,o N p Do, 1 e e* p* 0" r* 
A2OOT01 19.05 18.80 11.23 12.59 3 13,25 47,50 3.785 0.301 1.052 0,498 0.265 

AI$0T01 19,05 18.80 11.23 12.59 3 13.25 34,80 3.785 0.301 1,052 0,498 0,362 

AI2STOl 19,05 18,80 11,23 12,59 3 13.25 28,45 3,785 0.301 1,052 0.498 0,443 

A200T02 19,05 19,81 15,49 16,24 5 6.22 47,50 2.159 0.133 0,383 I 0,652 0,342 

AI$OTO2 19.05 19.81 15.49 16,24 5 6,22 34.80 2.159 0.133 0,383 ! 0.652 0,467 

AI25T02 19.05 19,81 15.49 16,24 5 6.22 28.45 2,159 0,133 0,383 0.652 0,571 

A200T04 19,05 21,08 13,97 14,75 3 13.25 47,50 3,556 0,241 0,899 0.548 0,310 
I 

AI$OT04 19,05 21.08 13,97 14.75 3 13.25 34,80 3.556 0.241 0.899 0.548 0.424 

AI25T04 19,05 21.08 13,97 14.75 3 13.25 28,45 3.556 0.241 0.899 0,548 0.518 

A200T05 12,70 14,22 9.27 10.25 3 13,25 47.50 2.477 0.242 1.293 0,433 0.216 

A 1O0TbTI 12.70 14.22 9.27 10,25 3 13.25 22.10 2,477 0,242 1,293 0.433 0,464 

AI00TSA 12.70 14.22 9,27 10,25 3 13,25 22.10 2,477 0,242 1.293 0.433 0,464 

AI$0T06 15,88 17.15 11.13 11.99 3 11,72 34.80 3,010 0,251 0.978 0.522 0.345 

AI25T06 15,88 17,15 11,13 IL99 3 11.72 28,45 3.010 0.251 0.978 0,522 0.421 

AI00TO6 15.88 1ZI5 11.13 11,99 3 11.72 22.10 3.010 0.251 0,978 0,522 0,543 
i 

AISOT07 15.88 16.15 10.31 11,25 4 6.63 34.80 2.921 0,260 0,589 0.590 0,323 

AI25T67 15,88 16.15 10.31 11.25 4 6,63 28.45 2.921 0,260 0.589 0.590 0,395 

A100Tff7 15,88 16.15 10.31 11.25 4 6.63 22.10 2,921 0,260 0.589 0,590 0.509 

A200TO8 25.40 26,67 19,05 20,38 4 15,24 47,50 3.810 0.187 0,748 0.516 0.429 

AISOTO8 25.40 26.67 19.05 20,38 4 15,24 34.80 3,810 0,187 0,748 0.516 0.586 

AISOTO9 15,88 16.64 11.68 12.59 4 8,24 34.80 2,477 0,197 0.654 0.558 0,362 

AI2$T09 15.88 16,64 11.68 12,59 4 8,24 28,45 2.477 0,197 0.654 0.558 0.443 

AI00TO9 15.88 16,64 11,68 12,59 4 8,24 22,10 2.477 0,197 0,654 0,558 0.570 

AI25T10 12.70 12,83 8.89 9.60 4 6.10 28,45 1.969 0.205 0,635 0567 0,337 

AI00T10 12,70 12,83 8,89 9,60 4 6.10 22.10 1.969 0.205 0,635 0,567 0.434 
I 

A2OOTll 19,05 21,72 16.26 17,10 3 ! 23,45 47.50 2,731 0,160 1,371 0,415 0,360 

AISOTII 19.05 21.72 16,26 17,10 3 23.45 34,80 2,731 0.160 1,371 0.415 0,491 

A12STll 19.05 21.72 16,26 17.10 3 23.45 28.45 2,731 0,160 1.371 0.415 0,601 

A200TI2 19,05 19,94. 16,38 17.17 4 15.24 47,50 1.778 0.104 0.888 0.461 0,361 

AI$OTI2 19,05 19,94 16,38 17.17 4 15,24 34,80 1.778 0.104 0.888 0.461 0.493 

A125TI2 19.05 19,94 16,38 17,17 4 15,24 28,45 1.778 0.104 0,888 0,461 0.604 

A200TI3 19.05 28.07 15.62 16,20 1 60,96 47.50 6.223 0,384 3,762 0.443 0.341 

A150TI3 19.05 28.07 15.62 16.20 1 60,96 34.80 6.223 0.384 3.762 0.443 0,466 

A200T14 19.05 24,38 15,49 16.91 2 43.54 47.50 4,445 0,263 2.575 ~ 0.349 0.356 

AISOT14 19.05 24,38 15.49 16.91 2 43.54 34,80 4.445 0.263 2.575 0,349 0.486 

AI25T14 19.05 24,38 15.49 16,91 2 43.54 28.45 4.445 i 0,263 2.575 0,349 0.594 

AI00TI$ 19,05 25,40 17.40 18.16 1 121.9 47.50 4.001 0.220 6,714 0,279 0.382 

A150TI$ 19.05 25.40 17.40 18,16 1 121.9 34,80 4,001 0.220 6.714 0,279 0,522 

Max Val 25,40 28.07 19,05 20,38 5 121,9 47.50 6,223 0.384 6,714 0.652 0.604 

Avg Val 17,80 19.88 13.57 14.51 3 22,97 34.46 3.158 0,222 1,467 0.492 0.437 

Annulus A***T** refers to the smooth outer tube diameter A*** and fluted inner tube 
number T**'m, e.g., A200T15 refers to an annulus with outer smooth tube O.D. = 2.00" (50.8 
mm) and inner fluted tube number 15. 

wall and a purely axial flow away from the wall. Fluid flow 
occurs in a spiral pattern at an angle to the tube axis different 
from the flute helix angle. Moreover, flow that begins in the 
trough does not continue in the same trough for any apprecia- 
ble distance. It alternately crosses over between the trough and 
the crest as it flows spirally in the annulus. Some previous 
investigations (Ravigururajan and Bergles, 1985) of spirally 
enhanced geometries have used a statistical approach to cor- 
relate friction factors and Nusselt numbers, which appears 
warranted in the present situation. 

In correlating heat transfer data for smooth tubes, several in- 
vestigators have used an equation that incorporates the corre- 
sponding friction factor. One such example is the Petukhov and 
Popov (1963) correlation. Because Nusselt numbers for the 
fluted annuli showed a departure from laminar behavior at Reyn- 
olds numbers as low as 700, it was assumed that such an ap- 
proach would be applicable for 700 < Re < 40000, with a few 
modifications. The following fluted annulus turbulent friction 
factor correlation developed in the first part of this study by Gar- 
imella and Chnstensen (1995) was used for correlation of Nus- 
selt number: 

E ( )]-2 3~= 4 1.7372 In 1.964 In Re - 3.8215 

× (1 + 0.0925r*)e I (15) 

where ef is the fluted annulus friction enhancement function: 

e i =  (1 + 222 Re°°9e*24°p*-°'490*-°38r .2"22) (16) 

Modifying terms that are functions of Re, e*, p*, 0", and r* 
were incorporated as multipliers to account for the fact that using 
the fluted friction factor in the equation might not, by itself, cap- 
ture all the heat transfer phenomena in fluted annuli. These mod- 
ifiers account for the difference in enhancement of friction factor 
and the enhancement of Nusselt number as discussed above in 
terms of the flow mechanisms. The resulting correlation for Nuy 
was as follows: 

N n f = [  ( ~ / 8 ) R e P r  ] 

1 + 9.77x/3~/8(Pr 2 /3-  1) 

× (Re-°2°e*-°'32p*-°28r *-1"64) (17) 
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Effect of flute pitch on Nusselt number 

A comparison of the measured Nusselt numbers and the values 
predicted by this equation is presented in Fig. 8. This correlation 
predicts 84 percent of the 642 measured Nusselt numbers within 
_+20 percent. The correlation is valid for the following range of 
parameters: 

0.104 < e* < 0.384 

0.383 < p* < 6.714 

0.279 < 0* < 0.652 

0.216 < r* < 0.604 

700 < Re < 40,000 

4.37 < Pr < 10.31 

E 

Z 

Z 

Comparison With Previous Studies 
Nusselt numbers for fluted annuli were reported above, and 

correlations were developed to predict them in terms of flow and 
geometry-related variables. Because the enhanced annulus has 
received no attention in the past, direct quantitative comparisons 
are not feasible. However, results from the present study, espe- 
cially those related to flow patterns, transitions, and enhance- da 
ments over smooth geometries can be qualitatively compared E 
with previous work. Z 

In the present study, it was shown that the graphs of Nu versus 
Re maintain a constant slope to Re values as low as 700, indi- 
cating a departure from laminar behavior at these low Re values. 
This is consistent with the earlier work by Garimella and Chris- 
tensen (1993, 1995), who used friction factor data, flow visu- = 
alization, and fluted-tube surface-temperature variations to dem- Z 
onstrate that transition occurred in the range 300 < Re < 1000. 
For a smooth annulus, transition is initiated in the range 2090 < .¢~® 
Re~,~t.L < 2775, and the flow becomes fully turbulent in the range ,o_ 
2960 < Recdt.v < 3300 (Walker et al., 1957). Thus, using a fluted "O 
inner tube causes transition to be initiated at much lower Re 
values than for smooth annuli. Similar observations were made fit. 
by Watkinson et al. (1975b) for tubes with spiral internal fins. 
They reported that transition typically occurred in the range 250 
< Re < 1500. 

Nusselt numbers for Re < 3300 were found to be between 4 
and 20 times the smooth annulus values. In the turbulent regime, 
Nusselt number increases (eh) of between 1.1 and 4.0 were ob- 
served. The enhancement in the turbulent regime decreased with 
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an increase in Re. The Nusselt number enhancement was higher 
for larger values of e*, but decreased with an increase in p* or 
r*. Some similarities exist between these results and the literature 
for spirally enhanced tubes. Watkinson et al. (1973, 1975a, 
1975b) reported eh values in the range 1.15 to 1.95 for turbulent 
flow of air and water in high-spiral finned tubes, and found that 
eh was high for low values of p* and for relatively lower Re 
values. In laminar flow, they obtained heat transfer enhancements 
of 8 to 224 percent and concluded that spiralling caused a 
stronger effect in laminar flow than in turbulent flow. Marto et 
al. (1979) obtained eh values between 1.6 and 5.1, with a similar 
geometric dependence (eh higher for low p* and high e*).  Ber- 
gles(1980) reported a 200 percent increase for laminar flow, and 
up to a 400 percent increase for the turbulent case. The survey 
by Garimella et al. (1988) showed that turbulent eh values were 
between 1 and 3.5 for a wide variety of spirally enhanced ge- 
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ometries. The present study is in complete agreement with these 
results. 

Conclusions  

Heat transfer in fluted-tube annuli for the Reynolds number 
range 700 < Re < 40,000 was investigated in this study. A wide 
variation in all the relevant geometric parameters was achieved. 
Qualitative insights gained from flow-visualization tests and lo- 
cal-temperature-variation measurements were used to explain the 
heat transfer data. Correlations were developed for Nusselt num- 
bers using the measured data and postulated flow mechanisms. 
The effects of geometry and flow-related variables were modeled. 
The results of this study are in general agreement with the limited 
literature in this area. This study represents the first comprehen- 
sive investigation, with justification on a hydrodynamic basis, of 
enhancement characteristics of a wide variety of spirally fluted 
annuli. The study focused on the annulus side, which has been 
ignored by most investigators. The most significant finding of the 
present study is that in the low Re range, using fluted inner tubes 
in an annulus causes enhancements in heat transfer that are up to 
seven times greater than the corresponding increase in friction 
factor. Specifically: 

• Nusselt numbers in spirally fluted annuli are between 4 and 
20 times higher than the corresponding smooth-annulus 
values in laminar flow due to the induced swirl flow. For 
turbulent flow, the enhancement is between 1.1 and 4.0. 

• The fluted annulus Nusselt number increases with an in- 
crease in flute depth, and with a decrease in flute pitch and 
annulus radius ratio. 

• Turbulent behavior was exhibited for Re values as low as 
700. 

• A Nusselt number correlation was developed in terms of 
the fluted annulus friction factor and geometric parameters. 
This correlation predicted 84 percent of the 642 data points 
within _+20 percent. 

Acknowledgments  

The research reported in this paper was supported by the Gas 
Research Institute, Chicago, IL. The fluted tubes were supplied 
by AT Ltd. of Tulsa, OK. 

References 

Bergles, A. E., 1980, "Heat Transfer Characteristics of Turbotec Tubing," Heat 
Transfer Laboratory Report HTL-24 ISU-ERI-Ames-81018, Iowa State University, 
Ames, IA. 

Gafimella, S., Chandrachood, V., Christensen, R. N., and Richards, D. E., 1988, 
"Investigation of Heat Transfer and Pressure Drop Augmentation for Turbulent 
Flow in Spirally Enhanced Tubes," ASHRAE Transactions, Vol. 94, Part 2, pp. 
1119-1131. 

Garimella, S., 1990, "Experimental Investigation of Heat Transfer and Pressure 
Drop Characteristics of Annuli With Spirally Fluted Inner Tubes," Ph.D. Disser- 
tation, The Ohio State University, Columbus, OH. 

Garimella, S., and Christensen, R. N., 1993, "Experimental Investigation of Fluid 
Flow Mechanisms in Annuli With Spirally Fluted Inner Tubes," ASHRAE Trans- 
actions, Vol. 99, Part 1, pp. 1205-1216. 

Garimella, S., and Chfistensen, R. N., 1995, "Heat Transfer and Pressure Drop 
Characteristics of Spirally Fluted Annuli: Part l:--Hydrodynamics," ASME JOUR- 
NAL OF HEAT TRANSFER, Vol. 117, this issue, pp. 54-60. 

Kays, W. M., and Leung, E. Y., 1963, "Heat Transfer in Annular Passages: 
Hydrodynamically Developed Flow With Arbitrarily Prescribed Heat Flux," Int..L 
Heat Mass Transfer, Vol. 6, pp. 537-557. 

Kline, S. J., and McClintock, 1953, "Describing Uncertainties in Single-Sample 
Experiments," Mechanical Engineering, Vol. 75, Jan., pp. 3-8. 

Marto, P. J., Reilly, R. J., and Fenner, J. H., 1979, "An Experimental Comparison 
of Enhanced Heat Transfer Condenser Tubing," in: Advances in Enhanced Heat 
Transfer, ASME, New York, pp. 1-9. 

Petukhov, B. S., 1970, "Heat Transfer and Friction in Turbulent Pipe Flow With 
Variable Physical Properties," in: Advances in Heat Transfer, T. F. lrvine and J. P. 
Harmett, Vol. 6, Academic Press, New York, pp. 503-564. 

Petukhov, B. S., and Popov, V. N., 1963, "Theoretical Calculation of Heat 
Exchange and Frictional Resistance in Turbulent Flow in Tubes of an Incompress- 
ible Fluid With Variable Physical Properties," High Temperature, Vol. 1, pp. 69-  
83. 

Ravigururajan, T. S., and Bergles, A. E., 1985, "General Correlations for Pressure 
Drop and Heat Transfer for Single-Phase Turbulent Flow in Internally Ribbed 
Tubes," in: Augmentation of Heat Transfer in Energy Systems, ASME HTD-Vol. 
52, pp. 9-20. 

Walker, J. E., Whan, G. A., and Rothfus, R. R., 1957, "Fluid Friction in Non- 
circular Ducts," AIChE Journal, Vol. 3, No. 4, pp. 484-489. 

Watkinson, A. P., Miletti, D. L., and Tarassoff, P., 1973, "Turbulent Heat Trans- 
fer and Pressure Drop in Internally Finned Tubes," AIChE Symposium Series, Vol. 
69, No. 131, pp. 94-103. 

Watkinson, A. P., Miletti, D. L., and Kubanek, G. R., 1975a, "Heat Transfer and 
Pressure Drop of Forge-Fin Tubes in Turbulent Air Flow," Proceedings of the 
ASHRAE Semi-Annual Meeting, ASHRAE, New York, Vol. 81, Part 1, pp. 330- 
349. 

Watkinson, A. P., Miletti, D. L., and Kubanek, G. R., 1975b, "Heat Transfer and 
Pressure Drop of Internally Finned Tubes in Laminar Oil Flow," Proceedings of 
the AIChE-ASME Heat Transfer Conference, ASME, New York, Paper No. 75- 
HT-41. 

68 / Vol. 117, FEBRUARY 1995 Transactions of the ASME 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Shou-Shing Hsieh 
Professor and Chairman. 

Mem. ASME 

Ying-Jong Hong 
Former Graduate Student. 

Department of Mechanical Engineering, 
National Sun Yat-Sen University, 

Kaohsiung, Taiwan, 80424 

Heat Transfer Coefficients in an 
Orthogonally Rotating Duct With 
Turbulators 
Experiments were conducted to determine the influence of rotation on local heat transfer 
coefficient for the turbulent flow in a short square duct ( L/DH = 15) with'a pair of 
opposite rib-roughened walls. The ribs are configured in an in-line arrangement with 
an attack angle of  90 deg to the main flow. The coolant used was air with the flow 
direction in the radially outward direction. The Reynolds numbers ranged from 5000 
to 25,000; the rib pitch-to-height ratio was 5; and the rib height-to-hydraulic diameter 
ratio was kept at a value of O.20. The rotation number range was 0 to 0.5. Local Nusselt 
number variations along the duct were determined over the trailing and leading sur- 
faces. In addition, local heat transfer measurements on all sides of a typical rib as well 
as on a typical exposed base surface between two consecutive ribs in a fully developed 
region were conducted at various rotational speeds. It is shown that the Coriolis ac- 
celeration tends to improve the heat transfer due to the presence of strong secondary 
flow. Centripetal buoyancy is shown to influence the heat transfer response with heat 
transfer being suppressed on both leading and trailing surfaces as the wall-to-coolant 
temperature difference is increased with other controlling parameters hold constant. 
Results are also compared with previous investigations. It was found that the results 
agree very well with those reported by other works in this field. 

Introduction 
In modem gas turbine airfoil designs, increased speeds, pres- 

sures, and temperatures are used to increase thrust/weight ratios 
and to reduce the specific fuel consumption. As a result, the tur- 
bine blades are subjected to increased heating loads in addition 
to increased levels of stress. Internal convective cooling is usu- 
ally required to reduce the blade metal temperatures and thereby 
increase the durability of the blade. The heat transfer from the 
blade surface to the internal cooling air is significantly enhanced 
when the internal passages are roughened with fibs located at 
discrete positions along the passage wall. Geometric parameters 
such as passage aspect ratio, rib height-to-hydraulic diameter, 
pitch-to-height ratio, angle of attack, and the manner in which 
the ribs are positioned with respect to each other have pro- 
nounced effects on both local and overall heat transfer coeffi- 
cients. 

Experimental results on fully developed turbulent flow for the 
stationary case have been widely reported for a variety of geo- 
metric variations. Interested readers are referred to the work done 
by Burggraf (1970), Han et al. (1985), Metzger et al. (1987), 
Hsieh and Hong (1989), and Hong and Hsieh (1993). However, 
in actual operating conditions, the rotor blade rotates at high 
speeds. In the presence of rotation, the Conolis and centripetal 
accelerations generate secondary flows that, especially in a fib- 
roughened passage of high blockage ratio, can change the flow 
structure and heat transfer behavior significantly. In addition to 
those pertinent geometric parameters for the stationary case men- 
tioned above, the following parameters play an important role in 
the study of an orthogonally rotating test section: Rotation num- 
ber, Ro, rotational Reynolds number, Ren, and rotational Ray- 
leigh number, Ran. Results of several investigations have been 
reported for rotating passages with smooth walls. Heat transfer 
enhancement was studied with the use of rib turbulators in the 
stationary case but it has not been treated in the rotating system 
before 1990. It is only in recent years that literature pertinent to 
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this type of problem has begun to surface, for example, Taslim 
et al. (1991a, 1991b). 

The phenomena of the Coriolis force induced secondary flow 
have prompted many investigators to study the flow field gen- 
erated in unheated, rotating circular and rectangular passages 
without consideration of the interaction of the Coriolis and cen- 
tripetal buoyancy force. This topic has been studied in many 
investigations, e.g., the analytical works by Hart ( 1971 ), Moore 
(1967) and Rothe and Johnston (1979); and the experimental 
works by Wagner and Velkoff (1972) and Johnston et al. 
(1972). These investigators have documented strong secondary 
flows and have identified aspects of flow stability that produce 
streamwise-ofiented, vortex-like structures in the flow of rotating 
radial passages. Recently, Morris and Ayhan (1979, 1982) ad- 
vocated the significance of the centrifugal-buoyancy effect. 
Based on these experimental results, buoyancy forces would be 
expected to cause significant changes in the heat transfer in tur- 
bine blade coolant passages and be strongly dependent on flow 
direction (radially inward flow or radially outward flow). 

The combined effects of Coriolis and buoyancy forces on heat 
transfer have been studied by a number of investigators. Heat 
transfer in rotating, smooth wall models has been investigated by 
Mori et al. (1971), Johnson (1978), Morris and Ayhan (1979, 
1982), Lokai and Gunchenko (1979), Clifford et al. (1984), 
Iskakov and Trushin (1985), and Guidez (1989). Large in- 
creases and decreases in local heat transfer were found by some 
investigators to occur under certain conditions of rotation while 
other investigators showed lesser effects. Analysis of these re- 
suits does not show consistent trends. The inconsistency of the 
previous results is attributed to differences in the measurement 
techniques, models, and test conditions. 

Most recently, experiments were conducted by Wagner et al. 
(1992) to determine the effects of buoyancy and Cofiolis forces 
on heat transfer in rotating supertine passages with trips normal 
to the flow. Their experiments were conducted with a large-scale, 
multipass, heat transfer model with both radially inward and out- 
ward flow. They found that the heat transfer rate on the trailing 
wall increases but the heat transfer rate decreases on the leading 
side of the passage near the inlet (i.e., x/D < 6) with increasing 
rotation number. Subsequently, Johnson et al. (1994) conducted 
experiments with trip strips skewed 45 deg to the flow direction. 
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They found that the heat transfer with skewed trip strips is less 
sensitive to buoyancy than the heat transfer in models with either 
smooth walls or normal trip strips. 

Table 1 lists the previous experimental investigations on heat 
transfer in channels with orthogonal mode rotation. One can find 
that studies in most of the previous works are concerned with 
circular pipes, and recent studies pertain to triangular (Clifford 
et al., 1984; Harasgama and Morris, 1988; Wagner et al., 1991a, 
b),  and rectangular (Guidez, 1989; Soong et al. 1991 ) ducts. In 
practice the utilizations of the circular, triangular, and rectangular 
ducts are all possible in a turbine blade. Because of  the shape of  
the turbine airfoil, the internal cooling passages often possess 
triangular cross section in the leading edge, and square or rec- 
tangular in the midchord and trailing edge. 

The objective of this study was to investigate the combined 
effects of rotation and rib roughness on the local heat transfer 
distribution in channels with two opposite rib-roughened walls 
in developing and fully developed regions for Reynolds number 
from 5000 to 25,000. A duct of aspect ratio AR = 1 at rotational 
speeds up to 1000 rpm is studied. For the test channel, the alu- 
minum ribs with a square cross section were glued periodically 
to the leading and trailing side walls so that the ribs on opposite 
walls were all parallel with an attack angle of  90 deg and in an 
in-line arrangement. The rib height-to-hydraulic diameter ratio 
(e /Dn)  was 0.20; the rib pitch-to-height ratio (p /e )  was 5.0. Air 
was the working fluid, and the air flow was radially outward in 
the test section. Two wall adiabatic and two wall constant heat 
flux were the boundary conditions. This arrangement is closer to 
the actual turbine blade since in multiple cooling passage blades 
there exists a large temperature gradient between the adjacent 
(trailing-wall and side-wall or leading-wall and side-wall). Re- 
sults of  the heat transfer coefficient distributions on the leading 
and trailing ribbed walls were presented and discussed. The phys- 
ical limitations of the device result in e /Dn  = 0.2 and p / e  = 5 
and only top and bottom walls were roughened and heated. 

Experimental Apparatus and Test Procedure 
Measurements were carried out in an open-circuit low speed 

rotating wind tunnel. A schematic of the experimental apparatus 
is shown in Fig. 1. A 2 hp d-c motor is used to drive an overhung 
rotor arm via a toothed pulley. The constructional details of the 
test section is shown in Fig. 2. The test channel was constructed 
of two 5.0-mm-thick heated ribbed aluminum walls and two 5.0- 
turn-thick unheated plexiglass walls with 50.0-mm-thick fiber- 
glass insulation covering the test section on all four sides to min- 
imize heat losses to the environment. The active heated length 
of the test section was 300 mm. Since the test section with cross 
section of 20.0 mm × 20.0 mm corresponds to hydraulic diam- 
eter of 20.0 mm; this gave a nominal length/effective diameter 

ratio of  15. The test section was located on the rotor arm so that 
the eccentricity of the midspan position was 300 mm. For the 
case of  ribbed channel tests, the aluminum ribs of a square cross 
section were glued onto the leading and trailing plates of the foil- 
heated channel so that the rib turbulators on opposite walls were 
all parallel with a prescribed repeated distribution. For the test 
section, the location of the first rib from the test section inlet is 
20.0 mm. The air used for the test fluid was blown through the 
test section via a rotating seal assembly in the radially outward 
direction with a 2 kW centrifugal blower. A 40.0-mm-dia pipe, 
equipped with a 36.0-mm-dia orifice plate (Co = 0.68 ) was used 
to measure mass flow rate. After passing through the orifice plate, 
the air enters the plenum cylinder in the hollow shaft and it flows 
through the straightener fixed in the interior of  the shaft to elim- 
inate the initial swirl before entering the square duct. The Reyn- 
olds numbers based on the channel hydraulic diameter (DH) 
ranged from 5000 to 25,000. 

Electrical power was supplied to the woven heaters for the 
entire test section through a pair of  power slip-rings mounted on 
the main shaft; the power supplied is monitored on a " C a m :  
bridge" wattmeter. Each heater could be independently con- 
trolled by a variac transformer and provided a controllable con- 
stant heat flux for the entire test plate. The nearly constant heat 
flux experiment was conducted for the ribbed Walls because of  
its simplicity of  construction and ease of  operation. After apply- 
ing power to the test section, the time required for the loop to 
reach steady state (the variation of  Nusselt number is less than 
1 percent in 20 minutes) was between 50 and 60 minutes. A 
copper/constantan thermocouple (AWG40, T type) is centrally 
located at the inlet of the plenum space to measure the temper- 
ature of the inlet air. An insulated mixing chamber made of plexi- 
glass is attached to the exit plane. A pair of  staggered grids are 
installed in the chamber to mix the flow prior to venting to at- 
mosphere. The bulk mean temperature of the cooling air at the 
outlet of the test channel was thus taken and calculated with two 
thermocouples inside the chamber. 

Experimental  data were taken on the trailing and leading 
surfaces of the test section in both rotating and stationary 
modes. Rotational speeds of  200, 400, 600, 800, and 1000 rpm 
were set either in the counterclockwise or clockwise direction 
shown in Fig. 2. The two rotational directions al lowed data to 
be taken on both the trailing and leading surfaces of  the test 
section. 

Under a typical test case at fixed Reynolds number and rota- 
tional speed, but with varying heat transfer settings, it was pos- 
sible to vary the rotational Rayleigh number systematically with 
other parameters kept to within 2 percent of the stated values. 

The main rotor assembly comprising main shafting, rotor arm, 
and heated test section was mounted between two self-aligning 

Nomenc la ture  

A = projected area 
AR = aspect ratio = H/D 
Co = discharge coefficient 
Cp = specific heat 
D = width of  channel 

DH = hydraulic diameter 
e = rib height 

a = mass flow rate 
H = height of channel or midspan 

eccentricity 
h = heat transfer coefficient 

k I = thermal conductivity of air at 
film temperature 

L = test channel length 
Nu = Nusselt number = hDn/k f  
Nu = mean Nusselt number 

Nut.,. = local Nusselt number of rotating T = 
smooth duct T,v = 

Nu~r = local Nusselt number of  station- Tbx = 
ary roughened duct Tf = 

p = pitch Tw = 
Pe = Peclet number = RenPr To = 
Pr = Prandtl number = u/tr T~ = 
Q, = the total power input to the test A T  = 

section Um = 
Ra~ = rotational Rayleigh number = 

Hf~2 fl A TD ,~ Pr/v 2 W = 
Ren = Reynolds number based on hy- a = 

draulic diameter = UDH/lJ t~ = 
Re~ = rotational Reynolds number = u = 

f~D2n/u p = 
Ro = rotation number = Rea/Ren 12 = 

local temperature 
bulk mean air temperature 
local bulk mean air temperature 
film temperature = (Tw + Tbx)/2 
wall temperature 
inlet temperature 
ambient temperature 
temperature difference 
mean velocity of  the working 
fluid 
width of channel 
thermal diffusivity = k/pCp 
volume expansion coefficient 
viscosity 
density of working fluid 
rotational speed 

70 / Vol. 117, FEBRUARY 1995 Transactions of the ASME 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table I Existing data for experimental investigations on cooling channels with orthogonal mode rotation 

hwestigators Physical Botmdary Rotation Reynolds Smooth/Roughnned Developing / Parameters Flow Local/Mean 
Geometry Condi t ion Number Number Channel Full~/Developed hwesti~etcd Direction Nu 

Mort et al. Straight Circular rUWT 0~.5 1,000 Smooth Channel FD Re, Re, Re n Radially Mean 
(,1971 ) Tube 1 0~800 Outward Flow 
Lnkai and Straight Circular UHT 0-0.03 9,000 Smooth Channel FD Re, Re, Lid Radially Mean 
Lhnanskii(1975) Tube 40)000 Outward Flow 
Metzger and Stan Straight Circular UWT 0-0 5 700 Smooth Channel D/FD Re, Re, Re n Radially Mean 
(1977) Tube 3,100 L/d Outward Flow 
Morris and Ayhan Straight Circular UHT 0-0.23 5,000 Smooth Channel D/FD Re, Ran, Ran, Radially Local/ 
(1979) Tube 15,000 E, Lid Outward Flow Mean 

Morris and Ayhan Straight Circular UIrlF 0-0.23 5,000 Smooth Channel D/FD Re, Ran, Rats , Radially Local/ 
( 1982 ) Tube 15,000 ¢, L/d Outward Flow Mean 

Clifford et al. Triangular UHF 0-0.19 6,800 Smooth Channel D/FD Re, Re o , Ra n Radially Local/ 
(1984) Duct 38t000 Outward Flow Mean 
Harasgama and Circular, Triangular UHT 0-0.103 7,000 Smooth Channel D/FD Re, Re, Radially Inward/ Local/ 
Morris(1988) and Square Duct 25,000 Ran, Ran, ~ Outward Flow Mean 
Guidez Wide Rectangular UHF 0-0.40 17,000 Smooth Channel D Re, Re, Re n Radially Local 
(1989) Duct 41,000 Outward Flow 

Tasliar et al. Square and Wide UHF 0-0,10 1 5,000 Roughened Channel D/FD Re, Re, e/D. Radially Local 
(1991a) Rectangular Ducts 50,000 (Staggered) Re o ; Outward Flow 
Taslim et al. Sqlmre and Wide UHF 0-0.30 15,000 Roughened Channel FD Re, Re, e/D. Radially Local 
(1991b) Rectangular Ducts 50,000 (criss-cross) Ref~, "¢ Outward Flow 

Morris and Ghavami- Narrow UHF 0-0.50 10,000 Smooth Channel D/FD Re, Re, Ral~  Radially Local 
Nasr( 1991 ) Rectangular Duct 25,000 z/d Outward Flow 

Soong et al. Square and UWT 0.-0,43 700 Smooth Channel FD Re, R% , Ra n Radially Mean 
(1991) Rectangular Duct 20,000 7 { Outward Flow 
Wagner et al. Square Duct UWT 0-0.48 12,500 Smooth Channel FD Re, Re, Ap/p Radially Local 
( 1991 a) 50,000 R/Dr Gr/Re 2 Outward Flow 
Wagner ct al. Square Duct UWT 0-0.48 50,000 Smooth Serpentine D/FD Re, Re, Ap/p Radially Inward/ Local 
(1991b) 500,000 Channel IUD~ Gr/Ra 2 Outward Flow 
Wagner et al. Square Duct UWT 0-0.35 25,000 Roughened(normal) D/FD Re, Re, Ap/p Radially Inward/ Local 
(199 lc) Serpentine Channel R/D, Gr/Re 2 Outward Flow 
Johnson et ~1. Square Duct UWT 0-0.35 12,500 Roughened(skew) D/FD Re, Re, Ap/p Radially Inward/ Local 
(1992) 75,000 Serpentine Chmmel R/D) Gr/Re ~ Outward Flow 
Yang et aL Square Duct UHF 0-0.042 44,000 Smooth Serpentine I D/FD Re, Re, Ra n Radially Inward/ Local 
(1992) 110t000 Channel I Outward Flow 
Present Study Square Duct UHF 0-0.50 5,000 Roughened Charavel D/FD Re, Re, Ran, Radially Local 

25,000 (in-line) Raa Outward Flow 

bearings and it driven by means of a controlled d-c motor• The 
rotational speed can be detected by a "Conch" photo-electric 
tachometer and adjusted by a feedback controller to reach the 
present speed. A total of 28 AWG40 T-type thermocouples were 
placed in strategic locations to measure the local wall tempera- 
ture. Fourteen thermocouples are installed along the axial cen- 
terlines of the ribbed walls to determine the streamwise wall tem- 

perature distributions, which is found adequate after comparing 
with those of Han et al. (1985). Fourteen other thermocouples 
were positioned along the axial centerlines of one typical rib 
surface as well as along a typical exposed base surface between 
two consecutive fibs in the fully developed region. Detailed dis- 
tributions of thermocouples are shown in Fig. 2. The thermocou- 
pie beads were carefully imbedded into the wall and then ground 
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Fig. I Schematic of experimental apparatus and instruments (side view) 

J o u r n a l  of  H e a t  T r a n s f e r  F E B R U A R Y  1995 ,  Vol. 117  / 71 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



PIciigli.IS Smooth Te l l  Duct with 2 Sided Aluminum I l¢=ed/RJbbed Plcxislass S m ® t h  
F. n l r~ce  13.1c t W i t l l  lUld 2 Sided Pl¢~lLtcss $ mooch Wails I~x.i i Duct 

° ; - ' (  r " ' "  _ .  . i-~',-:," " _  L ?  ~ _ .  . , . y ~ . .  . ° . . . . . .  ' ;  " - -  - "  . . . . . .  - ; L  
B 

(rib #I0 and #I I )  
(a) Side View 

I == 

Air x ~ i  ~ i ~ i ~ j  ~ 

(b) Top View of Test Seclion 
I~l I.(I 

T~!'~,,.,Y~'~7""-"'"'"'""~ 0 Trailing Std= 
Illbs 

Seclinn on A-A DCI~il t3[ n 

ibs 

I " 1  ...... ........... 
Detail of C 

14 "n~='m)ocoupIcs Alonjg 
Ih¢ Ccnlcr l i n t  of I Ic=ed 
Plait 

O I '~'/Icrnl~Gupt¢ I.oC/lltd ~ll Inlet 
• lid 2 al Exil for Bulk Temp. 
M=~kncmunt 

7 .lherm~oa0l~/WeE U ~c,d io 

Ccnledmc 

7 'tl~ernlocoupl¢$ W©t~ Used Io 

"['ClII~I~LI~ b~w~fl  Rib I I 0  and 
#11 

Alucltinum Phac 

j Woven I l a l c ~  

Fibe:glass 

[ ~ ]  nalsa Wood 

PlcxJgla~s 

Unit:  m m  

Fig. 2 Detailed thermocouple locations and dimensions of the test section (in-line type) 

flat to ensure that they were underneath the surface. The posi- 
tioning accuracy of  the thermocouple bead was _+0.1 mm. A 
Schlumberger Solartron 3530 Data Logger was interfaced with 
an IBM P C / A T  for data acquisition. The temperature readings 
from the rotating test piece are transferred to the stationary re- 
corder through an instrumentation slip-ring assembly attached at 
the end of the shaft. The slip-ring assembly has 18 rings; its 
permitted speed for continuous duty is 3000 rpm. Experimental 
data were written on magnetic disk storage for subsequent pro- 
cessing and analysis. 

Data Reduction 
The major aim of the study was to measure experimentally the 

local heat transfer on the leading and trailing surfaces of  this 
rotating square channel and to assess the effect of rotation on an 
otherwise ducted flow forced convection problem. Heat transfer 
was quantified using the customary Nusselt number. In order to 
determine the local Nusselt number, it is necessary to obtain the 
axial variation of  heat flux from the channel wall and the locally 
prevailing difference between the wall temperature and the bulk 
mean temperature of the coolant. The local heat transfer coeffi- 
cient was determined by dividing the local net heat input to the 
coolant by the projected heated surface area and the temperature 
difference between the local heated surface temperature and the 
calculated local bulk mean coolant temperature: 

h(x )  = Q , J [ A ( T w  - T~.)] (1) 

where the local net heat flux (Q,~t) is the electrical power gen- 
erated from the heaters, which is calculated from heating voltage 
and current measurements subtracting heat loss to the outside of 
the test channel. Heat loss measurements were obtained with no 
coolant flow and constant electrical power supplied under steady- 
state conditions with rotation, identical to the heat transfer Qnet 
experiments, but without coolant flow. The heat losses to the 
outside of the test channel ranged from 11 to 24 percent of the 
total heat supplied for stationary heat transfer levels. The local 
bulk mean air temperature, Tb,,, used in Eq. (1) was calculated 
from an energy balance through each set of heated surfaces. The 
local bulk mean temperature was determined by marching along 
the test section and calculating the temperature rise due to the 
net heat addition to the coolant, which is defined as Th~ = To + 
XQnet/(GCp), where ~Q,et is the summation of net heat given to 
air from the entrance to the considered cross section of  the duct 

along the downstream distance. Over the range of  test conditions, 
the inlet bulk mean air temperature (room temperature) was kept 
between 27 and 30°C. One thing needs to be mentioned here that, 
since the aluminum plates were used as the test walls, the present 
results in the entrance region may suffer certain wall conduction 
problems even though the axial conduction effect was corrected 
in present study. Consequently, the results in this region are 
somewhere between "average"  and " l oca l "  instead of local heat 
transfer coefficients. 

The local values of the thermophysical properties of the testing 
fluid (i.e., air) were obtained at the local film temperature (Ts), 
T I = 0.5 (Tw(x) + Tbx). Local heat transfer results are presented 
in terms of Nusselt numbers as 

Nu(x)  = h(x )DH/k f  (2) 

where DH is the hydraulic diameter, k s is the thermal conductivity 
of  air. It should be noted that the value of  Nu(x)  at the same 
cross section varies between the sidewalls of the flow passage 
(see, for example, Yang et at., 1992, and Wagner et al., 1991a, 
b).  The leading and trailing walls have different flow conditions. 
It should be noted that heat transfer coefficient is measured on 
the turbulated wall, but the turbulators themselves are not cov- 
ered by the heaters, and hence fin-type effects are not investi- 
gated. 

Uncertainty Analysis 
A conservative estimate of the accuracy of the temperature 

measurement is _+0.5°C (20/1 odds) due to the inaccuracies in 
the thermocouples, the data acquisition system, and the connec- 
tions in the slip ring. The voltage was measured by a Hewlett 
Packard 3466A digital multimeter with a maximum uncertainty 
of  _+1.2 percent (20/1 odds). Current was measured by an AC 
ampmeter with a maximum uncertainty of _+ 1.5 percent (20/1 
odds), This procedure resulted in a maximum uncertainty of 
_+2.7 percent in the calculated power inputs. 

The uncertainty for heat flux is found to be within 4.1 percent. 
The uncertainty associated with the length scale used in the data 
reduction was ±0.1 mm (20/1 odds ). The thermophysical prop- 
erties of  the air were assigned an uncertainty of _+3.0 percent, It 
was found that, for the minimum flow rate, which was the worst 
case, the uncertainty for Reynolds number was about 6.2 percent. 
These uncertainties would result in the typical uncertainty of 
Nusselt number of about 8.5 percent for Reynolds number larger 
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than 10,000 using the uncertainties estimated procedure de- 
scribed by Kline and McClintock ( 1953 ) and modified by Moffat 
(1988). The maximum uncertainty, however, could be up to 23 
percent for the lower heat transfer coefficient at the lowest Reyn- 
olds number tested (Ren= 5,000). The uncertainty of the Nus- 
selt number (or heat transfer coefficient) is influenced mainly by 
the wall-to-bulk temperature difference and the net heat flux from 
each heater. 

R e s u l t s  a n d  D i s c u s s i o n  

The Nusselt number inside a rotating roughened channel is 
governed by the flow rate, rotational speed, wall-to-bulk mean 
temperature differences, aspect ratio, duct length, rib pitch-to- 
height ratio, rib height-to-hydraulic diameter ratio, streamwise 
distance from the inlet, and eccentricity. For a duct of fixed 
length, aspect ratio, rib pitch-to-height ratio, rib height-to-hy- 
draulic diameter ratio, and eccentricity, the Nusselt number can 
be expressed as a function of ReH, x/Dn, Ro, Re., Raw In other 
words, 

Nu = f(Ren, x/D. ,  Ro, Rat0 (3) 

where Ro = Re,/Ren is the rotation number, Ra~ = 
H~2~ATD~Pr/u 2 is the rotational Rayleigh number. In the 
present study the properties k, u, and Pr are all assumed as con- 
stants due to the low wall-to-bulk mean temperature differences 
for the inlet to the outlet of the flow. 

Rotat ing Smooth  and Stat ionary Roughened  Duct.  Before 
initiating experiments with the rotating roughened channel, the 
local Nusselt numbers were determined for rotating smooth and 
stationary roughened ducts and compared with the results given 
in the relevant literature, as shown in Fig. 3. The local heat trans- 
fer results are presented as the streamwise distributions of the 
Nusselt number ratio, NuJNu~ and NU+r/Nu~, respectively• Data 
reported by Morris and Ghavami-Nasr ( 1991 ) were based on the 
local measurements of the flow in a rotating smooth channel with 
a sharp entrance. Han and Park (1988) and Liou and Hwang 
(1992) obtained results for a turbulent flow in a square rough- 
ened channel with a sharp entrance by using the thermocouple 
technique. In this study, both test ducts exhibit the effects of a 
thermal entrance region, i.e., decreasing Nuo with increasing non- 
dimensional distance, x/DH, from the entrance• In addition, it can 
also be seen from Fig. 3 that the results of Han and Park (1988) 

and Liou and Hwang (1992) are slightly oscillatory in shape. 
This is due to the nature that the flow separates from the rib top 
wall when it passes a rib (which cause a peak in Nu) and then 
reattaches to the wall in the interrib region (and this cause a local 
maximum value). Because of the limitation of the measurement 
channels through the slip-ring, the wall temperatures were mea- 
sured only at the midway of the interrib region, such that the 
phenomena were not visible in this study. These (the results of 
rotating-smooth and stationary roughened duct) all confirmed 
that the processed data gave good agreement with previously 
published data. So, the results of stationary roughened duct can 
serve as the baseline data to evaluate the effects of rotation. 

Nusselt  N u m b e r  Distr ibutions of  Rotat ing Roughened  
Duct.  The distributions of the local Nusselt number of the ro- 
tating ribbed-duct flows at various rotational speeds along the 
length of the duct are presented in Figs. 4 and 5, respectively. In 
each figure, the local Nusselt numbers corresponding to a suc- 
cession of axial stations x are plotted as a function of the dimen- 
sionless axial coordinate X/DH. Results are presented for both 
trailing and leading surfaces• An overall examination of these 
figures reveals that the heat transfer coefficient distributions ex- 
hibit a definite trend with the highest value at the beginning of 
the test section and decrease monotonically with increasing 
downstream distance, eventually reaching a fully developed 
value (X/DH >-- 6) except for the case of Ren = 5000 with Re~ 
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The lesser increases in the heat transfer coefficient on the leading 
surface are attributed, for the most part, to the cross-stream flow 
patterns as well as the stabilization of the near-wall flow on it 
(Johnston et al., 1972). The cross-stream flows cause heated, 
near-wall fluid from the trailing and sidewall surfaces to stay near 
the leading side of the cooling air passage resulting in lesser heat 
transfer augmentation. The net increases in the heat transfer co- 
efficient are mainly owing to the large-scale development of the 
Coriolis generated secondary flow cells. 

Figures 6 and 7 show the variation of local Nusselt numbers 
along the rib forward-facing side, top wall, backward-facing side 
and the floor surface between two consecutive ribs in the fully 
developed region (between rib # 10 and # 11 ). It can be seen from 
these figures that the values of Nu have a peak on the front con- 
vex corner of the fib, and monotonically increase along the 
streamwise direction on the floor, reaching a local maximum near 
the front concave corner of the downstream rib. These results are 
consistent with the behavior reported by Hong and Hsieh ( 1993 ) 
where the p/e = 5.31. Previous studies of flow over repeated 
transverse ribs (e.g., Hsieh and Hong, 1989) indicate that for p~ 
e > 6 - 8  the separated shear layers produced by the ribs reattach 
on the floor between two adjacent ribs. The shear layer reattach- 
ment phenomena are unsteady in nature, and time-averaged ob- 
servations in these studies have indicated that the floor reattach- 

Flg. 5 Local heat transfer variations at different rotational speeds (lead- 
LU  J i • 

180- 

1 4 0 .  ~Topwall ] 

602, 

ing surfaces) 

= I000 (it seems that there is no difference between the rotating 
and the stationary cases). Several jumps appear in some cases 
(e.g., Re = 20,000 and Re = 25,000). These are perhaps due to 
uncertainty and inaccuracies in measurements. While the rela- 
tively large initial values of Nu are due to the large temperature 
gradients near the leading edge of the test duct inlet, the growth 
of thermal boundary layer and resulting decrease in temperature 
gradients is responsible for the subsequent lower values of Nu. 
It can be seen from Figs. 4 and 5 that an increase in Ren and 
rotational speed (or Ro) causes a significant increase in Nu for 
both trailing and leading surfaces. Furthermore, a comparison of 
Figs. 4 and 5 reveals that when the experiments were operated 
with rotation the heat transfer on the trailing surface of the duct 
can be significantly enhanced relative to the leading surface of 
the duct. This, of course, is consistent with a number of previ- 
ously published smooth-duct works with other cross sections. 
This is due to the present of a Cofiolis-driven cross-stream sec- 
ondary flow. Consequently, the flow pattern is reconstructed, 
which causes relatively cold working fluid from the central re- 
gion to spiral onto the trailing surface, and thus stimulates en- 
hanced cooling. Additionally, the coolant near the trailing surface 
of the channel is also believed to be influenced by the wall shear 
layers due to rotation. The large increase in the heat transfer from 
the trailing surface is attributed to a combination of these effects. 

2407 
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Fig. 6 Local Nusselt number distribution between two consecutive ribs 
for different rotational speeds at various Reynolds number (trailing sur- 
face) 
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F i g .  7 L o c a l  Nusselt number distdbuUon between two consecutive ribs 
for different rotational speeds at various Reynolds number (leading sur- 
face) 

ment is typically located at 3 to 5 rib-heights downstream of the 
rib rear face. The high level of turbulence generated near the 
shear layer reattachment results in the local maximum of heat 
transfer in the region. The results of Taslim et al. ( 1991 a) support 
this view. In contrast, for the case ofp/e = 5, the previous studies 
indicate that the separated shear layer either just reattaches on 
the forward-facing side of downstream rib or skims over the cav- 
ity altogether. As a result, the near-wall region between two ad- 
jacent ribs is filled with a recirculating bubble, and the heat trans- 
fer displays characteristics shown in Figs. 6 and 7. In addition, 
the local maximum of Nu just ahead of the downstream rib may 
be attributable to the flow unsteadiness in the region. It can be 
seen that, from Figs. 6 and 7, there is no reattachment point 
between two adjacent ribs in the present configuration. 

For a rotating duct, heat transfer from the rib surfaces them- 
selves varies significantly between the different rib surfaces, as 
shown in Figs. 6 and 7. On the forward-facing side, the heat 
transfer mechanism involves shear layer impingement, at least 
near the top portion of the surface. On the backward-facing side 
wall, heat transfer generally decreases progressively from the rib 
convex comer to the rib concave comer. The recirculating flow 
region immediately adjacent to the backward-facing side wall is 
responsible for this heat transfer distribution. In both trailing and 
leading surfaces, at a fixed Ro, Nusselt number increases as 
Reynolds number increases. This is because higher Reynolds 

numbers correspond to higher air mean velocity, which results 
in higher Nusselt number. When rotational speed is increased, 
the magnitude and width of the recirculation zone increase at the 
leading surface and decrease at the trailing surface. But, the 
strength of secondary flow increased with increasing rotational 
speed, which counterbalances the recirculation zone effect and 
hence, enhances the energy exchange between the roughened 
wall and the core flow. Therefore, the heat transfer coefficients 
for trailing and leading surfaces were continuously promoted 
comparing with those of stationary case. 

Reynolds Number Effect. Based on the local heat transfer 
distributions, it is found that the local Nusselt number distribu- 
tions become fiat after X/DH > 6.0. Therefore, the heat transfer 
in the region with X/DH > 6.0 was used to provide the average 
Nusselt numbers, and in the present study the average Nusselt 
number are only based on the average values in the region be- 
tween x/DH = 10.0 and x/Dn = 12.0. Figures 8(a, b) illustrated 
the variation of the mean Nusselt number with Reynolds number 
at various rotational Reynolds numbers for trailing and leading 
surfaces, respectively. The Dittus-Boelter equation for station- 
ary smooth duct and data from Soong et al. ( 1991 ) at Rea = 300 
were plotted for comparison. As expected, the average Nusselt 
number increases with increasing Reynolds number. The results 
also show that for a given Reynolds number, the average Nusselt 
number decreases with increasing rotational Reynolds number 
for both trailing and leading surfaces. In Fig. 8. a comparison of 
N--~ distribution between the stationary ribbed-duct flow and the 
rotating one reveals that the maximum heat transfer augmentation 
is 35 percent on the trailing surface at Rea = 2480 while the 
minimum enhancement is about 13 percent on the leading surface 
at Ren = 496 for the test ranges of Ren. The results shown in 
Fig. 8 generally agree with the previous data of fully developed 
flow for rotating constant wall temperature smooth-duct with Rea 
= 300 reported by Soong et al. (1991). 

Rotation Number Effect. Figure 9 shows the variation of 
Nusselt number versus rotation number at different rotational 

200 

i00" 

Nu 

200 

100- 

Nu 

Fig.8 
d u c t  

• Ren= 0 (a) Trailing Surfaces 

O 

" Ren=1488 ~ o o o 

cl Ren= t984 o ~ 

A Ren= 2480 A~ 
/ " ~  Ditms-BoekerEquation 

o Soong et at.(t99 B /  
(Ren=3O0) (stationary smooth duct) 

• Ren= 0 (b) Leading Surfaces 

• a~n=4% |. | 
A Ren= 992 

O 
v Rea= t488 ~ o o / 
O Ren= 1984 ~ o o o 

• Ren=2480 o i 

o Soong et aL(199 t) 
(Reo= 300) / " ~ Dittus-Boelter Equation . 

(stationary smooth duct) 

IC ' ' ' ' " I 
2 0 0 0  10000 30000  

ReH 

Mean Nusselt number versus Reynolds number in rotating square 

Journa l  of  H e a t  T r a n s f e r  FEBRUARY 1995, Vol. 117 / 75 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



t60 

140- 

120 ~ 

iO0- 

Nu 80- 

60- 

40 

140= 

120 2 

100 2 

8o~ 

Wuu 60-" 
4o i 

20 ~ 

o 

(a) Trailing Surfaces , Ren=496 

• Ref =1984 

O Re~=2480 

i 

(b) Leading Surfaces • Reo=496 
~ • Ren=992 

• Re0=1488 
• Re =1984 

I ' ' * ' I ' ' ' • I • ' , ' I 

0.1 0.2 0.3 0.4 0.5 

Re 

Fig. 9 Variation of Nusselt number with rotation number at different ro- 
tational Reynolds number for (a) trailing surfaces, (b) leading surfaces 

Reynolds numbers for both trailing and leading surfaces. For a 
specific rotational Reynolds number (i.e., the value of ~2 is con- 
stant), it is seen that Nusselt number decreases with increasing 
rotation number for both surfaces. The reason for this is that with 
angular velocity f~ fixed, a higher rotational number corresponds 
to a lower value of Urn, which in turn corresponds to a lower 
Nusselt number. This is because the flow capacity (in terms of 
Reynolds number generally) reflects the heat transport capacity 
from the surrounding. It can be seen from Fig. 9 that the Nusselt 
number decreases more rapidly with increasing rotational number 
at lower rotational Reynolds number that at high rotational Reyn- 
olds number. This indicates that the influence of the Coriolis 
force is relative weak at lower rotational speed and, there, the 
Reynolds number plays a dominant role. As rotational speed in- 
creases, on the other hand, the Coriolis force plays a dominant 
role gradually. These results agree quite well with the data re- 
ported by Taslim et al. ( 1991a, b). 

Rotational Reynolds Number Effect. Figure 10 demon- 
strates the variation of mean Nusselt number with the rotational 
Reynolds number over trailing and leading surfaces at five dif- 
ferent Reynolds numbers. Previous data from Taslim et al. 
(1991a) for square-duct with staggered-type ribs ( e / D ,  = 0.133, 
0.25, p / e  = 10, and Ren = 16,600, 19,300, 24,800) and Mori et 
al. ( 1971 ) for smooth circular-duct were also plotted. It can be 
observed that the Nusselt number increases as the rotational 
Reynolds number increases. This trend coincides very well with 
the data of Mori et al. (1971) and Lokai and Limanskii (1975) 
(not shown here). It is speculated that this behavior is due to the 
increase of the development of the secondary flow with increas- 
ing Rea and interact with the buoyant, stabilized near-wall flow 
field, which adversely affect the heat transfer coefficient in a 
radially outward flow. This, however, is not the case for Taslim 
et al. (1991a), where they show a quite different tendency. In 
their study, the Nusselt number first increases as the rotation 
Reynolds number increases until it reaches a maximum and then, 
with the exception of the lowest Reynolds number (ReH = 
16,600) on the trailing surface, the Nusselt number decreases 
with Rea. This discrepancy may be attributed to different geo- 
metric configurations. In their study, a larger pitch-to-fib height 
ratio ( p / e  = 10) was adopted, in which the interaction between 

secondary flow generated by rotation and the wall shear layer 
induced by ribs may be suppressed as the rotational speed in- 
creased. Furthermore, the Nusselt number decrease may also be 
due to the rotational buoyancy effect. This impaired the heat 
transfer significantly. Nevertheless, compared with the stationary 
case, for the range of rotation numbers tested, the heat transfer 
coefficient is enhanced on both leading and trailing surfaces for 
these investigations which is also different from those of Wagner 
et al. (1992) and Zhang et al. (1993). They showed that, for 
outward flow, heat transfer is enhanced with rotation at the trail- 
ing surface, but degraded with rotation at the leading surface. 
These could be due to the following two significant differences 
in our experiments. First, it appears that the present configuration 
discharges directly out of the end of the rotating passage with no 
return leg, which means no bend and no back pressure. Second, 
our ribs are higher than normal and closer spaced than normal, 
causing a jetting action between two consecutive ribs. Moreover, 
as can be seen from these figures, the slopes of the trailing sur- 
faces are larger than the leading surfaces. This indicates that the 
influences of rotational speed on heat transfer enhancement are 
more on the trailing surface than on the leading surface. 

Centrlpetai-Buoyancy Effect. As rotation number (Ro) is 
referred to the Coriolis acceleration, so rotational Rayleigh 
number (Raa) is to the centripetal-buoyancy force. The Corio- 
lis acceleration induces a secondary flow, and the resulting 
increased movement in the fluid region near the wall tends to 
increase the heat transfer coefficient. Buoyancy force, how- 
ever, can have an opposite effect, as proposed by Morris and 
Ayhan (1979) for radially outward flow. The rotational Ray- 
leigh number is similar to the Rayleigh number associated 
with free convection effects due to the earth's gravity except 
that, in the present case, the centripetal acceleration at the 
midsection plane of the test channel has been used. When the 
flow is radially outward, the buoyancy situation is analogous 
to a vertical duct influenced by the earth's field and having a 
downward flow. It is not easy to separate the Coriolis and the 
centripetal buoyancy effects in an experimental condition at a 
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Fig. 10 Nusselt number versus rotational Reynolds number at various 
Reynolds number and compared with previous investigations 
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given Reynolds number. This fact was also found in this study. 
In the present study, different heat flux settings are used to 
generate different buoyancy effects while keeping the other 
parameters unchanged. The measurements were performed at 
five different Reynolds number for both trailing and leading 
surfaces, as shown in Figs. 11 and 12, respectively. In these 
figures, the mean Nusselt number is plotted against the quo- 
tient Raa/Re~ (i.e., the local level of wall to fluid bulk mean 
temperature difference is used as the representative driving 
potential) at a specific Reynolds number and rotation number. 
The physical significances for the present rotating duct, which 
are highlighted in these figures, are threefold. First, at a spec- 
ified Reynolds number and rotation number, which is equiv- 
alent to fixing the rotational speed of the test duct, the mean 
level of heat transfer is systematically reduced as Ran/Re~ 
increases, i.e., there is an adverse effect of centrifugal buoy- 
ancy on heat transfer. For radially outward flow from the ro- 
tation axis in a heated duct in orthogonally rotation, the higher 
temperature region near the wall would create a buoyancy 
force acting toward the axis of rotation in opposition to the 
axial pumping pressure. This can reduce the axial velocity 
near the wall and decrease the heat transfer coefficient. The 
axial buoyancy component thus opposes the customary forced 
convection, resulting in an impediment to heat transfer. This 
finding is different from those of Wagner et al. ( 1991a, b) in 
which they indicated the buoyancy force has positive effect 
on the Nusselt numbers on both leading and trailing walls. 
This is because, as previously stated, the present test sections 
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Fig. 11 Centripetal-buoyancy effect on heat transfer in a square rough- 
ened duct (trailing surface) 
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Fig. 12 Centripetal-buoyancy effect on heat transfer in a square rough- 
ened duct (leading surface) 

seem to have a wall conduction problem. Nevertheless, the 
present result suggests that, for this condition of radial out- 
ward flow, the rotational induced free convection would tend 
to oppose the beneficial effects of the Coriolis acceleration. 
Second, the adverse effect of the Raa/Re~ tends to diminish 
as the Reynolds number increases. This indicates that, in the 
high Reynolds number regime, the role of the rotational Ray- 
leigh number would no longer be as important as the Reynolds 
number is. Furthermore, at a fixed value of the Reynolds and 
rotational Rayleigh numbers the heat transfer increases with 
increases in the rotation number, which is a measure of the 
relative influence of the Coriolis force. 

These results agree with those reported by Morris and Ay- 
han(1979) ,  Clifford et al. (1984),  and Harasgama and Morris 
(1988) for rotating smooth channel. In spite of this, Guidez 
(1989) reported a mean Nusselt number increase with an in- 
crease in centripetal-buoyancy force. This is because, in his 
paper, Ro is not a control variable, which caused the resulting 
heat transfer characteristics to be dependent on Ro instead of 
buoyancy effect. This can also be seen from present data with 
a change of Ro. However, it should be emphasized that, in the 
design context, the serious overprediction in heat transfer 
would result if the effect of the centripetal buoyancy was not 
taken into consideration. 

C o n c l u d i n g  R e m a r k s  

The present experimental investigation provides turbulent heat 
transfer data of an orthogonally rotating square ribbed-duct. The 
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distributions of the local Nusselt number of the rotating ribbed- 
duct flows at various rotational speeds along the length of the 
duct are presented for both trailing and leading surfaces. These 
figures reveal that the heat transfer coefficient distributions mea- 
sured/calculated exhibit a definite trend with the highest value 
at the beginning of the test section and decrease monotonically 
with increasing downstream distance, eventually reaching a fully 
developed value (x/Dn > 6). Besides, a significant enhancement 
in heat transfer is achieved in a rotating ribbed-duct. 

The variation of local Nusselt numbers along the rib forward- 
facing side, top wall, backward-facing side, and the floor surface 
between two consecutive ribs in the fully developed region (be- 
tween ribs #10 and #11) are also demonstrated. It can be seen 
from these figures that the values of Nu have a peak on the front 
convex corner of the rib, and monotonically increase along the 
streamwise on the floor, reaching a local maximum near the front 
concave comer of the downstream rib. The trend in both rotating 
and stationary roughened ducts was found almost the same with 
some difference in the values of the heat transfer coefficients. 

Based on the results from the present experiments with normal 
ribs in rotating, radial, square coolant passage, the following con- 
clusions may be drawn: 

1 For a specific rotational Reynolds number (i.e., the value 
of f~ is constant), the Nusselt number decreases with increasing 
rotation number for both surfaces. Moreover, the Nusselt number 
decrease more rapidly with increasing rotational number at low 
rotational Reynolds number than that at high rotational Reynolds 
number. 

2 Increasing the rotational speed causes a significant increase 
in heat transfer on the trailing surfaces but a lesser increase on 
the leading surfaces. For a specified Reynolds and rotational 
Reynolds number, for instance, Ren = 10,000 and Re~ = 992, 
an enhancement of about 25 percent for trailing surface and 17 
percent for leading surface in heat transfer coefficient due to ro- 
tation is observed. 

3 A comparison of Nu distribution between the stationary 
ribbed-duct flow and the rotating one reveals that the maximum 
heat transfer augmentation is 35 percent on the trailing surface 
at Re, = 2480 while the minimum enhancement is about 13 
percent on the leading surface at Re.  = 496 for the test ranges 
of Ren. 

4 The Coriolis-induced secondary flow can provide a bene- 
ficial effect on the heat transfer enhancement while the centrip- 
etal-buoyancy presents an adverse effect. Both of these effects 
will diminish in a strong forced flow field. But the buoyancy 
effect diminishes faster than the Coriolis effect as Reynolds num- 
ber is larger than 20,000. 
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Heat Transfer From an 
Asymmetrically Heated Channel 
Partially Enclosing a Rotating 
Disk 
Experiments have been performed to determine the heat transfer from an asymmetri- 
cally heated channel partially enclosing a vertically oriented rotating disk. Parallel 
rectangular surfaces enclose the rear portion of  a disk (slightly less than I/2 of  the disk 
is enclosed) allowing air to enter and exit the perimeter of  the channel, except the rear 
vertical portion bridging the two parallel surfaces. The experiments encompassed data 
runs where one of  the parallel walls was isothermal and the other was adiabatic. The 
experiments encompassed a range of  spacings between the rotating disk and the ad- 
jacent parallel surfaces and a range of rotational speeds varying by a factor of  30. The 
experiments were performed using the naphthalene sublimation technique. From the 
experimental results a dimensionless correlation equation suitable for predicting av- 
erage heat and mass transfer coefficients of  the enclosing surfaces for various rotational 
Reynolds numbers and disk-to-wall spacings was deduced. Finally, to gain some insight 
into the air flow pattern along the enclosing walls, a visual flow technique was em- 
ployed, the results of  which will be described herein. 

Introduction 
There are many applications in industry that use parallel fin 

heat sinks attached to heat-producing components in order to 
increase the area whereby heat is transferred and the component 
temperature is reduced. In many of these situations forced air is 
ducted to the parallel fin heat sink from an air-moving device. 
The assembly, made up of an air-moving device, ducting, and a 
heat sink, can consume significant space within the overall hard- 
ware system. 

In an effort to improve the heat transfer performance of a par- 
allel fin heat sink and at the same time provide an assembly that 
will significantly reduce the space required to provide this per- 
formance, a novel design of a parallel fin heat sink integrated 
with a "disk fan" has been proposed, as shown in Fig. 1. This 
paper studies the basic heat transfer characteristics of this assem- 
bly by focusing on a single disk rotating between two parallel fin 
surfaces. Obviously, the flow pattern and thereby the heat transfer 
will be affected by adjacent disks, but this study will serve as a 
basis to which further research on this subject can be compared. 

Several papers investigate the flow phenomena in the vicinity 
of a rotating disk either partially enclosed (Kreith et al., 1963, 
1959; Maroti et al., 1960; Metzger, 1970; Richardson and Saun- 
ders, 1963; See, 1958) with parallel side walls or fully enclosed 
(Daily and Nece, 1960; Nece and Daily, 1960) with parallel side 
walls and a rim shroud. In addition several of these papers 
(Kreith et al., 1963, 1959; Metzger, 1970; Richardson and Saun- 
ders, 1963) show the degradation in heat transfer on the rotating 
disk as the spacing between the side wall and disk decrease. 
However, none of these investigations, nor the authoritative sur- 
vey of Kreith (1968), which covers many rotational heat transfer 
configurations, provide any information on the heat transfer oc- 
curring at the surfaces enclosing the disk. The investigation de- 
scribed in this paper is the first phase of experiments in under- 
standing the heat transfer on surfaces enclosing a rotating disk. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 1993; 
revision received November 1993. Keywords: Finned Surfaces, Mass Transfer, 
Moving Boundaries. Associate Technical Editor: A. Faghri. 

In the presentation of the results, the convective transfer co- 
efficients for each disk-to-side wall spacing are plotted separately 
at first and then brought together in a common correlation, which 
encompasses various spacings and Reynolds numbers tested. 

The Experiments 
These experiments were performed utilizing the naphthalene 

sublimation technique. This technique was employed because it 
affords smaller extraneous losses, higher measurement accuracy, 
and simpler fabrication and assembly than does the correspond- 
ing heat transfer experiment. Furthermore, it enables a standard 
boundary condition (analogous to uniform wall temperature) to 
be readily obtained. 

The mass transfer results can be transformed to heat transfer 
results using the well-established analogy between the two pro- 
cesses. The conversion from mass transfer results to heat transfer 
results can be obtained by employing the following relationships: 

Nu = f ( R e ,  Pr, X~), Sh = f ( R e ,  Sc, Xi) (1) 

where the function f i s  the same for both processes (X~ denotes 
geometric parameters). In the correlation of heat and mass trans- 
fer data, Eq. ( 1 ) becomes 

Nu = Prmg(Re, X~), Sh = Scrag(Re, Xi ) (2) 

so that 

Nu = (PriSe)raSh (3) 

Experimental Apparatus. A schematic diagram of the ex- 
perimental apparatus is presented in Fig. 2. The main components 
of the apparatus are a vertically oriented disk, the rear portion of 
which is enclosed by two parallel surfaces, one active in the mass 
transfer process. To complete the enclosure a vertical surface 
bridges the two parallel surfaces at the rear of the disk. Therefore, 
the perimeter of the channel formed by the parallel surfaces is 
entirely open to air entering and exiting except the vertical sur- 
face bridging the two parallel surfaces at the rear of the disk. 

The disk was made of aluminum with a diameter of 130 mm 
and a thickness of 0.8 ram. The flatness of the disk was within 
0.05 mm TIR as measured by a dial indicator. A center hole in 
the disk is to allow the disk to be mounted to the end of a motor 
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shaft. The end of  the shaft of  the motor was reduced in diameter 
to facilitate mating the disk to the shaft. A threaded bolt screwed 
to the end of the shaft was used to affix the disk tightly to the 
shaft. 

The shaft was attached to a variable speed motor in which 
angular speeds ranged from 100 to 3000 rpm. Periodic measure- 
ments of the rotational speeds by both optical and electrome- 
chanical tachometers verified their constancy. Both instruments 
typically agreed to within one rpm of each other. 

The drive system for the rotating disk consists of three com- 
ponents: Electro Craft Model E19-2 servomotor, Electro Craft 
Model MAX-400 servocontroller, and power source with en- 
abling and speed controls. The controller could drive the motor 
in either direction, at speeds up to 5000 rpm. For these experi- 
ments the disk was only rotated in a direction to force air out the 
top of the parallel surfaces enclosing the disk. The speed control 
is a potenfiometer, which sends a voltage to the servocontroller, 
and is set by monitoring the shaft with a tachometer. 

The motor and parallel surfaces enclosing the disk were 
mounted to a vertical 1-in.-thick aluminum plate affixed to a lab- 
oratory table. The massive aluminum plate was chosen to provide 
an essentially vibration-free platform for mounting the motor. 

The parallel surface nearest the motor could be adjusted to 
provide different disk-to-wall spacings with a series of spacers. 
The other parallel wall, active in mass transfer, was designed so 
that it could be removed and accurately reset in place in a matter 
of seconds, thus making efficient use of the naphthalene subli- 
mation technique. Because the end collar of the shaft extended 
beyond the naphthalene surface, a frame was designed into which 
the naphthalene mold could be easily inserted. This frame was 
attached to a linear motion slide plate and micrometer that would 
allow the frame to be quickly and accurately positioned. The 
frame was also designed to enclose the rear of the naphthalene 
test element during the test run. This design eliminated any ex- 
traneous mass transfer that could occur during the test run from 
an opening in the back of the naphthalene test element used in 
the casting process. 

Figure 3 shows the naphthalene surface relative to the rotating 
disk. 

Mass Transfer Surface. The procedure used for casting the 
naphthalene surface will be described with the aid of Fig. 4. To 
obtain a smooth naphthalene surface from which mass transfer 
occurs, the aluminum frame mold is placed face down on a 
smooth optical glass plate. Once the naphthalene is melted in a 
beaker, the molten naphthalene is poured into the mold cavity 
through an opening in the back of  the frame. When the naphtha- 
lene had solidified, the frame is briskly tapped to dislodge the 
solidified naphthalene from the glass plate, leaving an exposed 
naphthalene surface whose finish is comparable to that of  the 
glass. 

Instrumentation and Experimental Procedure. The quan- 
tities measured for each data run include the mass of  the naph- 

MOTOR 

Heat Producing 
Component 

- -  Parallel Finned 
Heat Sink 

"-'-"- Shaft 

Rotating Disk Fan 

Fig. 1 Integrated "disk fan" and parallel fin heat sink 

thalene test element (both before and after the run), the temper- 
ature of the naphthalene, the room ambient pressure, and the 
duration of the test run. In addition, each run was characterized 
by the rotational speed of the disk and a gap between the disk 
and mass transfer surface. In all cases the disk was symmetrically 
positioned between the parallel side walls. 

The mass of the test element was measured by a Mettler ana- 
lytical balance with a resolving power of 0.1 mg and a capacity 
of 160 g. Typically, the change of mass during a run was in the 
20 to 30 mg range. 

The temperature of the naphthalene was measured with a cal- 
ibrated thermocouple embedded at the surface of  the naphtha- 
lene, placed there during the molding process. (Copper-constan- 
tan thermocouples used throughout this research were calibrated 
to a quartz thermometer having an accuracy of 0.05°C.) The ther- 
mocouple was attached to a Fluke data logger Model 2280A, 
which was in turn connected to an IBM PC-XT that provided a 
time-averaged temperature. Temperatures were measured every 
30 seconds and then averaged over the length of the test run. 
Temperature variations during all test runs varied by less 
than 0.2°C. 

The rotational speed of  the shaft was preset by a potentiometer 
on the servocontroller. As stated previously, each setting was 
calibrated with tachometers and checked periodically for con- 
stancy. 

To initiate a data run, the test element is first cast, enclosed in 
an impermeable plastic bag to minimize naphthalene sublima- 
tion, and placed near the test apparatus to begin the thermal equil- 
ibration process. Immediately before the test run the test element 
is weighed and then inserted into the apparatus for the start of 
the test run. The naphthalene mold, once fabricated, was never 
touched with the fingers but grasped through the use of surgical 
gloves. The test run is begun with the rotational speed of the disk 
preset. The duration of the run was selected to limit the average 
sublimation-related change in the naphthalene surface to less than 
0.0010 cm. 

Once the test element is weighted immediately following the 
test run, a further weighing was carried out to determine a cor- 

N o m e n c l a t u r e  

C = coefficient in Sh, Re relation rn = 
D = diameter of  disk 

Dh = hydraulic diameter of  channel, Eq. Nu = 
(9) n = 

-/9 = naphthalene-air  diffusion coeffi- Pr = 
cient R = 

f = friction factor, Eq. (8) Rer = 
G = gap between disk and mass trans- 

fer surface, Fig. 2 Re = 
H = channel height, Fig. 3 
K = mass transfer coefficient, Eq. (4) Sc = 
L = channel length, Fig. 3 Sh = 

mass transfer per unit time and t = disk thickness 
area Xi = geometric parameters 
Nusselt number # = viscosity 
exponent in Sh, Re relation u = kinematic viscosity 
Prandtl number p = density 
radius of  disk p,,, = naphthalene vapor density at 
rotational Reynolds number, Eq. surface 
(5) p,= = naphthalene vapor density in 
channel-flow Reynolds number, ambient 
Eqs. (7) and (8) ~v = angular velocity 
Schmidt number 
Sherwood number = KR/-t9 
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Fig. 2 Schematic sketch of 130-mm-dia rotating disk assembly 

rection for any extraneous mass transfer that might have occurred 
in the period between the first and second weighings. All of the 
steps that had been performed between the two weighings were 
repeated, but the motor was never turned on. A third weighing 
was then made, and this yielded a correction factor in the 1.5 to 

10.1 
4 percent range. 3,3 

Additional experiments were performed to determine the time ~plcal 
for the naphthalene, once cast, to stabilize at the room tempera- 
ture. These experiments, performed with a thermocouple embed- 
ded in the naphthalene, showed that the naphthalene stabilized 
to the room temperature in 1.5 hours. Based on this data all test 
runs were made only after the test element remained in the vi- 
cinity of the test apparatus for at least 2 hours. 

To further maintain temperature stability of the naphthalene 
test element, the analytical balance for measuring the weight of 
the test element before and after the test run was located in the 
same laboratory room as the test apparatus. 

The experiments were run in a laboratory room in which an 
auxiliary blower was activated during the test run to assure that 
accumulations of any naphthalene vapor within the room were 
negligible. 

The flow pattern near the naphthalene wall was observed by 
replacing the active mass transfer wall and its supporting struc- 
ture with a wall of clear plexiglass and attaching a matrix of thin 
threads to the plexiglass wall and then photographing their mo- 
tion. A single thread was passed through an eye of a needle and 
inserted into each of a series of holes drilled into the plexiglass 
and then affixed with glue injected into the hole with a hot glue 
gun. Each thread was cut to an approximate length of 10 mm. 

Supplemental Thermal Experiments. Since the accuracy of 
the naphthalene temperature is crucial (an error of I°C in naph- 
thalene temperature results in approximately a 10 percent error 
in heat transfer coefficient), a number of preliminary tests were 
performed to establish the method for measuring the temperature 
of the naphthalene accurately and to assure that any extraneous 
heating effects were minimized. Investigation of the extraneous 
heating of the naphthalene focused on the heat generated by the 
motor. 

Temperature measurements throughout the apparatus showed 
that the heat generated by the motor could be transferred to the 
naphthalene by three different thermal paths. One of the thermal 
paths occurs when the motor conducts heat through its supports, 
into the vertical aluminum mounting plate and finally to the par- 
allel surfaces, heating the naphthalene and the surrounding air. 
Another thermal path occurs from the motor to the shaft and 
finally to the rotating disk thereby heating the air surrounding the 
disk and possibly the naphthalene. Finally, convection currents 
were evident in the vicinity of the heated motor, which showed 
that some heated air could be ingested into the parallel channel 
enclosing the disk. All three effects were found to be dependent 
on the rotational speed and length of operation of the motor. 

It was determined that by limiting the time of a test run, yet 
keeping it long enough to obtain adequate mass loss, that the 

, - •  Vertical 
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F~ Wall 

. 
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in mm 

H b 

Fig. 3 Schematic sketch of naphthalene surface relative to 130-mm-dia 
rotating disk 

naphthalene temperature could be maintained to less than 0.2°C 
variation over the length of the test run. This variation includes 
the temperature depression (approximately 0.15°C) effect at the 
surface of the naphthalene due to absorption of latent heat from 
the surroundings. The convection currents in the vicinity of the 
motor and their effect on the naphthalene were eliminated by 
erecting a vertical wall of cardboard between the motor and test 
section. 

In addition to these temperature effects in which thermal tests 
were performed, frictional heating resulting from the rotation of 
the disk was also examined analytically. Calculations were per- 
formed that showed that the outer perimeter of the disk would 
rise less than 0.1°C for the highest rotational speeds tested. 

Data Reduction. The measured change of mass during a data 
run, divided by the duration of the run and by the naphthalene 

Frame 

Naphthalene 
Surface 

Fig. 4 Naphthalene test surface and its surrounding frame 
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surface area, yields the average mass flux rn. With m as input, 
the average mass transfer coefficient K and Sherwood number 
Sh are given as 

K = rhl(p.w - p.~o), Sh = KRI~  ( 4 )  

Although several geometric variables exist in the problem stud- 
ied, the radius (R) was selected as the characteristic length in the 
Sherwood number for three reasons: ( 1 ) consistency with pub- 
lished literature on heat/mass transfer from rotating disk, (2) the 
radius is constant throughout the experimental study and graphic 
display of mass transfer results truly depict changes in mass 
transfer coefficients, and finally (3) a lack of knowledge of the 
effects of varying the other geometric parameters from which the 
"best" parameter could then be selected. 

In defining K, the driving potential for mass transfer was taken 
to be the difference between the densities of the naphthalene 
vapor at the active wall and the ambient outside the flow passage. 
The naphthalene vapor pressure at the surface-fluid interface is 
uniform along the flow passage. The Sogin vapor pressure-tem- 
perature relation (Sogin, 1958) was used to evaluate the vapor 
pressure with the measured naphthalene temperature as input. 
The naphthalene vapor density at the active wall, p,~, was com- 
puted using the perfect gas law with temperature and vapor pres- 
sure as inputs. The naphthalene vapor density for the ambient, 
p,~, is zero for the tests. 

The mass diffusion coefficient 9 ,  which appears in the Sher- 
wood number, was eliminated by means of the Schmidt number, 
Sc = ~,/-D, with the result that Sh = (KR/u)Sc. The value of the 
Schmidt number is 2.5 for naphthalene diffusion in air (Sogin, 
1958). 

The absolute viscosity, which appears in the evaluation of the 
Sherwood and Reynolds numbers, was evaluated as a function 
of the naphthalene surface temperature for pure air, and the den- 
sity was evaluated at the measured barometric pressure. 

It is to be expected that the angular velocity w of the disk will 
play a key role in establishing the value of the Sherwood number. 
A Reynolds-number-like dimensionless group was formulated in 
which the disk radius, R, was used as the characteristic length 
since it was common to all test runs. Thus, 

Rer  = p~R2//.z ( 5 )  

Results and Discussion 
The experimental mass transfer data obtained are shown in Fig. 

5 where the Sherwood number for the active side wall surface is 
plotted as a function of spacing ratio (G/D) with the rotational 
Reynolds number as the parameter. Experimental mass transfer 
data were obtained for spacing ratios of 0.0077, 0.0115, and 
0.0154, which are equivalent to distances between the rotating 
disk and side wall surfaces of l mm, 1.5 mm, and 2 mm, re- 
spectively. It is clear from the figure that the Sherwood number 
for the side wall increases with the rotational Reynolds number 
and that at each spacing ratio, the data are well correlated by a 
power-law relation of the form Sh = C Re", where the C and n 
values are listed adjacent to the respective lines• 

The data for the various spacing ratios are arranged in decreas- 
ing order with increasing spacing ratios. In effect, the momentum 
imparted to the fluid by the rotating disk diminishes in influence 
on the stationary side wall as the wall moves further away from 
the disk. However, as shown in Fig. 5, the data for rotational 
Reynolds number below 10,000 showed no appreciable differ- 
ences for the three spacing ratios tested. 

For comparison purposes the results of Sparrow and Gregg 
(1959) for the mass transfer from a rotating disk without any 
enclosing surfaces, commonly denoted as a free or isolated disk, 
are shown in Fig. 5. Additionally, the results of Kreith et al. 
(1963) for mass transfer from a 130-mm-dia rotating disk with 
parallel enclosing surfaces at spacing ratios identical to two of 
those tested in the current investigation are also shown. Several 
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Fig.5 Sherwood number versus rotational Reynolds numbers at various 
spacing ratios 

observations can be made on comparing the mass transfer from 
the rotating disk to that from the stationary side wall. First, it is 
somewhat surprising that the mass transfer from the stationary 
surface measured in this study are nearly the same as that of a 
free rotating disk. For some spacing ratios and rotational Reyn- 
olds numbers the mass transfer results from the side wall are 
actually higher than that of the rotating disk. In comparing the 
results for both the disk and stationary surfaces for spacing ratios 
of 0.0154 (2 mm gap) and 0.0115 (1.5 mm gap) the results for 
the side wall are significantly higher than those from the rotating 
disk. For example, at a rotational Reynolds number of 20,000 
and a spacing ratio of 0.0154 (2 mm gap) the mass transfer re- 
suits from the side wall are approximately 80 percent higher than 
that of the disk. Not only that, but the change in mass transfer 
with spacing ratio significantly affects the disk mass transfer 
while minimum effects on the side wall are evident• 

The investigation by Richardson and Saunders ( 1963 ) may aid 
in understanding this observed phenomenon. An isolated rotating 
disk can be considered a source of a radial jet, which has a tan- 
gential velocity component at all radii• Experiments with disks 
of the form used in the present research showed that vortices 
formed as the boundary layers on the disk surfaces flowed over 
the sharp edges of the rim of the disk. In the region radially just 
beyond the rim of the disk considerable entrainment occurs, and 
according to Richardson and Saunders (1963), this entrainment 
extends radially outward by about 40 percent of the disk radius. 
When stationary surfaces larger than the disk are brought close 
to the disk, gros s flow instabilities can occur beyond the disk. 
This region beyond the disk then may contribute significantly to 
the heat transfer on the stationary wall so that the overall heat 
transfer when compared to the rotating disk is greater. Of course, 
this hypothesis must be verified with further experimental work• 

The commonality of the equations describing the parallel side 
wall mass transfer suggested a further correlation in which C and 
n were functions of the spacing between the disk and side wall 
surfaces. Such a general correlation is shown in Fig. 6, where the 
equation of the correlation line is 

Sh = 13.09(G/D) °'75 Re~ °'26CG/o) .... (6) 

Of the 32 data points plotted in Fig. 6, 29 lie within 4 percent of 
the line. Three points deviate up to 5.7 percent from the best fit 
line. The correlation coefficient for the regression curve is 0.998. 
Thus Eq. (6) can be regarded as an excellent representation of 
the data. 

A photograph illustrating the flow pattern is shown in Fig. 7. 
Various disk-to-wall spacings and rotational speeds were exam- 
ined but no noticeable differences in the flow pattern as indicated 
by the position of the threads were observed. In addition, any 
oscillatory motion of the threads was almost nonexistent• As with 
all the studies reported herein, the disk rotation was in the coun- 
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Fig. 6 Compadson  of expedmental data with the dimensionless corre- 
lation equation for mass transfer from a surface partially enclosing a ro- 
tat ing d i s k  

terclockwise direction. As evident in the photograph the flow in 
the lower half of the channel exhibited flow velocities that, for 
the most part, were tangential to the disk rotation, these velocities 
being imparted by the tangential friction drag at the surface of 
the disk. Flow is drawn in at the bottom of the channel beyond 
the disk and in a tangential direction as evident by the two threads 
(faintly visible) attached at the bottom of the channel. Flow ex- 
ited the upper half of the channel essentially in a vertical direc- 
tion, except for the flow near the top of the disk, which appeared 
to be exiting the channel at an angle of approximately 45 deg to 
the horizontal. The basic flow pattern then appears as tangential 
inflow in the lower half of the channel with vertical outflow at 
the top half of the channel. 

As noted in the introduction, this research is focused on un- 
derstanding the heat transfer characteristics of a series of disks 
rotating between fins of a parallel finned heat sink. This design 
could be a replacement for a standard air moving device cooling 
a finned heat sink. Therefore, it is desirable to compare the pres- 
ent results with those for forced convection heat transfer in a 
rectangular channel with the parallel side walls defined by the 
inactive and active walls in the present research. Among the 
available correlations, the Gnielinski modification (Gnielinski, 
1976) of the well-established Petukhov-Popoc equation covers 
the widest Reynolds number range (Re > 2300) because it spans 
both the transition and turbulent regimes. According to Gnielin- 
ski, the average Nusselt number for a channel of length L/Dh is 
given by 

( f /8) (Re - 1000) Pr[1 + (Dh/L) 2/3] 
1 + 12.7(f/8)l/2(Pr 2/3- 1) 

N H  = 

where 

f = [1.82 log (Re) - 1.64]-2 

The hydraulic diameter of the channel, Dh, is defined by 

4(2G + t)H 
Oh-- 

(2G + t) + 2H 

For mass transfer, the Nusselt and Prandtl numbers appearing 
in Eq. (7) are replaced by the Sherwood and Schmidt numbers. 
In addition heat transfer coefficients from heating of one wall of 
a rectangular duct have been shown by Sparrow (1966) to be 
about 20 percent lower than that of equal heating represented by 
the Gnielinski correlation. To account for this reduction in heat 
transfer the right-hand side of Eq. (7) is decreased by 20 percent. 
With these changes and after setting Sc = 2.5 for naphthalene 
sublimation in air, Eq. (7) provides the value of Sh for given 

Fig. 7 Photograph of the f l ow  pa t tem near the stationary side wall par- 
tially enclos ing a rotating disk 

values of Re and L/Dh. Then Eq. (7) can be used to find the 
channel-flow Reynolds number Re, which yields the same Sher- 
wood number as was obtained at a given value of rotational 
Reynolds number Rer in the present experiments. 

Since only slight differences in mass transfer coefficients ex- 
isted over the range of spacing ratios, the equivalent channel- 
flow Reynolds numbers are plotted in Fig. 8 as a function of 
rotational Reynolds number Rer for only the middle spacing ratio, 
namely, 0.0115 ( 1.5 mm gap). This figure shows that the channel 
Reynolds numbers are quite high, an order of magnitude higher 
than conventional flows through parallel fin heat sinks of this 
type. In addition the channel Reynolds number suggests the flows 
are turbulent in nature. Most likely a portion of the flow passing 
over the side wall is laminar and a portion turbulent. As the 
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Fig. 8 Values of  channel Reynolds number Re and rotational Reynolds 
number  Ren which yield the same :Sherwood number  
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rotational Reynolds number increases the laminar region de- 
creases while the turbulent region increases. 

Finally, attention is turned to the analysis of the errors in the 
present research. As shown in Eq. (6) three primary variables 
are used in correlating the data, Sh, Rer, and G/D.  The uncer- 
tainties in these three variables may be divided into two major 
types: (1) experimental uncertainties, and (2) fluid property un- 
certainties. These uncertainties can be summarized as follows: 
naphthalene and fluid temperatures ±0.2°C, sublimed mass ±0.1 
rag, surface area of naphthalene ± 1.4 percent, run duration time 
±2 s, rotational disk speed ± 1 rpm, disk diameter ±0.4 percent, 
disk to wall gap ±0.05 mm, and fluid kinematic viscosity ± 1.5 
percent. If  the same level of accuracy is desired in the three pri- 
mary variables as in the individual components used in comput- 
ing this result, then the proper method of combining individual 
errors is with the mean-square error (Scarborough, 1962) or root- 
sum square formula (Doebelin, 1975). For example, the rota- 
tional Reynolds number can be expressed by 

0dR 2 
Rer = - -  (10) 

Then the uncertainty in Rer is given by 

\ Rer ] = ~ ( ~ ) 2 +  ( 2 ~ )  2 ( , l )  

Substitution of the estimated uncertainties of the variables in the 
right-hand side of the equation above yields an uncertainty in- 
terval in rotational Reynolds number of ± 1.5 to ± 1.8 percent 
depending on the rotational speed of the disk. Using the same 
technique the uncertainty interval in the Sherwood number is 
±2.5 percent and in G/D ± 5 percent for the 1 mm gap (G) and 
±2.5 percent for the 2 mm gap (G). 

Concluding Remarks 
It still remains to relate the mass transfer results to heat trans- 

fer. According to the analogy, at a fixed Reynolds number and 
fixed geometric parameters, the Sherwood and Nusselt numbers 
are equal when the Schmidt number for the mass transfer process 
equals the Prandtl number for the heat transfer process. Thus, 
with regard to the present experiments, where Sc = 2.5, 

N u = S h  for P r = 2 . 5  (12) 

The generalization of  the thus-obtained Nusselt number results 
for Pr = 2.5 to other Prandtl numbers will now be considered. 
From the flow visualization results presented in a preceding sec- 
tion of  the paper suggest that the flow is of the boundary layer 
type. For such flows, Nu ~ Pr j/3 for Pr _> 0.7. Therefore, from 
Eq. (3) the Nusselt number for an arbitrary Prandtl number can 
be related by 

Nu = 9.64 Prl/3(G/D) °-75 Rer °'z6tc/m '~ (13)  

For a Pr = 0.7 for air this relationship becomes 

Nu = 8 . 5 6 ( G / D )  0'75 R e  °'26~cm> 'j~ ( 1 4 )  
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Turbulence Dissipation in a 

Free-Surface Jet of Water and 
Its Effect on Local Impingement 
Heat Transfer From a Heated 
Surface: Part l---Flow Structure 
This study investigates the relationship between jet turbulence and local impingement 
heat transfer for a free-surface, planar jet of water. Employing a thermal anemometer 
system, measurements of the mean velocity and turbulence intensity are reported at 
different streamwise and spanwise locations throughout the jet. The flow conditions at 
the nozzle discharge were controlled by using different nozzle designs (parallel-plate 
and converging) and.flow manipulators (wire grid and screens). Measurements of the 
velocity gradient along the impingement surface, known to influence heat transfer from 
analytical considerations of a laminar impinging jet, were also made for the same sets 
of nozzle conditions. The test matrix also included variations in the Reynolds number 
(23,000 and 46,000) and distance from the nozzle discharge to the surface (0 to 30 
nozzle widths). The local heat transfer results" corresponding to the flow structure mea- 
surements are reported in Part 2 of this paper. 

Introduction 
Convective cooling of high-heat flux surfaces through single 

or multiple jet impingement is becoming increasingly common 
in physical situations where large rates of heat transfer are re- 
quired. The cooling of microelectronic components, neutron 
beam dumps, and processed metals are only a few of the high- 
flux applications currently facing thermal engineers. Of the dif- 
ferent types of jet systems (submerged: gas-into-gas or liquid- 
into-liquid; free-surface: liquid-into-gas), the free-surface ar- 
rangement is the least understood, despite its many current uses. 
Investigations of submerged jets are numerous and all-encom- 
passing, addressing both the hydrodynamic and thermal aspects 
of such systems (see reviews by Martin, 1977; Polat et al., 1989; 
Kataoka, 1990; Jambunathan et al., 1992; Viskanta, 1993). By 
contrast, due to difficulties in obtaining flow measurements 
within the jet, posed largely by the need to cross the liquid/gas 
interface, investigations of free-surface jets have been largely 
confined to heat transfer results. This lack of hydrodynamic in- 
formation has forced investigators to rely largely on laminar, an- 
alytical results, coupled with conjecture about the effects of jet 
turbulence, to interpret heat transfer data. 

Analytically, a laminar, impinging jet may be treated as a sub- 
set of the broader problem associated with an infinite, uniform, 
laminar flow past a wedge, where the included angle is variable. 
Falkner and Skan (1931) developed similarity transformations 
applicable to this flow geometry with constant thermophysical 
properties. If the included angle of the wedge is increased to a 
value of 7r, the Falkner-Skan analysis predicts heat transfer from 
a planar surface at constant temperature to an impinging jet  of 
infinite extent. This solution may also be applied to a jet of finite 
width (wj) at locations very near the stagnation point (Vader et 
al., 1991 ). Levy (1952) has shown that the Falkner-Skan anal- 
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ysis is the same for both a constant temperature and a heat flux 
boundary condition, as long as the wedge angle is equal to 7r. 
Hence, for a laminar, planar jet that impinges on a constant tem- 
perature or constant heat flux surface, the convection coefficient 
at the stagnation point h(0) is given by 

h(0) = 0"570 k~f ( ~ )  'n Pr°'375 w) (1) 

where the Prandtl number dependence is based on the analytical 
results of Evans (1962), and C is the free-stream velocity gra- 
dient along the impingement surface 

d~7o 
c = - -  ( 2 )  

dx 

When scaled in terms of the average jet velocity ( ~ )  and jet 
width (wi), Eq. ( 1 ) may be presented in dimensionless form as 

Nuj = 0.570G In Re)/2 pr0375 (3) 

where G is the dimensionless velocity gradient (G = Cwj/~).  
The parameter G, although it arises directly from the governing 
equations, has seldom been acknowledged in experimental in- 
vestigations. Rather, the quantity G t/2 has typically been ab- 
sorbed in the correlated constant. The experimental investigation 
of a circular, free-surface jet by Pan et al. (1992) is the exception, 
where the functional dependence of G was correlated. 

For conditions where the flow is turbulent, several authors re- 
porting on heat transfer at the stagnation region of both a cylinder 
in crossflow (Kestin and Wood, 1971; Lowery and Vachon, 
1975) and a submerged, impinging jet (Hoogendoorn, 1977; van 
der Meer, 1991 ) have contended that the foregoing laminar re- 
lationship may be modified to include the influence of the flow's 
turbulence intensity ~, yielding a dependence of the fotm 

Nuj = f ( G ,  Rej, Pr, ~) (4) 

where independent increases in ~ were shown to yield increases 
in the stagnation line Nusselt number, although the relationship 
was not demonstrated to be limitless. 
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Thus far, nearly all of the investigations pertaining to free- 
surface, jet impingement heat transfer have correlated the Nusseit 
number in terms of the Reynolds and Prandtl numbers only. Re- 
cent reviews of the free-surface, jet impingement literature un- 
derscore this point (Faggiani and Grassi, 1990a, 1990b; Vader 
et al., 1991 ), As a result, data reported by different investigators 
are not in agreement. Several investigators (Zumbmnnen et al,, 
1989; Wolf  et al., 1990; Stevens and Webb, 1991; Vader et al., 
1991 ) have speculated about the importance of both the velocity 
gradient and turbulence intensity on convective transport in the 
stagnation region of a jet. 

To the authors' knowledge, the only published work that has 
examined the relationship depicted in Eq. (4) for a free-surface 
jet was the investigation performed by Webb and his co-workers. 
They presented, as companion papers, the effects of various noz- 
zle configurations on the turbulence intensity and velocity gra- 
dient at impingement (Stevens et al., 1992) and on the stagna- 
tion-zone heat transfer (Pan et al., 1992). Their measurements 
were made on a circular, free-surface jet of water that was gen- 
erated by either a fully developed pipe-type nozzle, a contoured 
orifice, or a sharp-edged orifice with and without upstream damp- 
ing screens. 

Their investigation used a pseudo-radial turbulence intensity 
(ratio of the radial rms fluctuating velocity to the mass-averaged 
jet velocity at the nozzle discharge) as the figure-of-merit to char- 
acterize the influence of turbulence on impingement heat transfer. 
The correlation of their results is 

/ u ' \-°"°22 
NUd = 1.115 o.53 0.63 __ Re,, G (5) 

where NUd is the stagnation point Nusselt number based on noz- 
zle diameter d., Red is the Reynolds number based on V. and d., 
G is the dimensionless radial velocity gradient at the stagnation 
point, and u '  is the radial rms fluctuating velocity. This correla- 
tion indicates virtually no dependence of the stagnation point 
Nusselt number on the turbulence level, at least as gaged by the 
radial component. 

This investigation explores the functional relationship depicted 
by Eq. (4) for a free-surface, planar jet of water. Although lim- 
itations with the experimental apparatus precluded variations of 
the Prandtl number, the remaining independent variables (G,  Re j, 
and ~) were investigated, and their functional relationship to the 
convection coefficient was assessed. Specifically, Part 1 of this 
report presents the results of turbulence measurements obtained 
following ejection from a nozzle but prior to impingement and 

velocity gradient measurements obtained in proximity to the jet 's  
stagnation point. Part 2 of this report presents single-phase heat 
transfer measurements taken locally along the impingement sur- 
face and correlation of the results. The test matrix included vari- 
ations in the Reynolds number (23,000 -< Re. ~ 46,000), noz- 
zle-to-surface spacing (2 -< y / w .  -< 30), turbulence intensity 
(0.012 -< ~ -< 0.055), and velocity gradient (0.79 -< G -< 1.13). 
The turbulence intensity and velocity gradient were controlled 
by different nozzle designs and turbulence manipulators. 

Experimental Methods and Apparatus 
Figure 1 shows the essential features of the velocimetry mea- 

surements as well as the coordinate system. The technique chosen 
to measure the streamwise mean and rms velocities within the 
jet was a constant temperature thermal anemometer system (Dan- 
tec, Model 55M01), where the sensing element was a conical 
hot-film probe (TSI, Model 1230W). The hot-film probe was 
mounted in a stainless steel support tube, which was bent at a 
90 ° angle to allow access from a direction transverse to the mean 
flow. The 90 ° bend was 95 mm (9.4 nozzle widths) downstream 
of the sensing element to preclude flow disturbances. The support 
tube was mounted in a positioning assembly, which enabled ac- 
curate movement of the probe in both the transverse (x) and 
longitudinal (y) directions. 

Selection of the conical hot-film probe, in lieu of the more 
common hot-wire or cylindrical hot-film geometries, was based 
on the unique flow conditions of this study. Use of a hot wire in 
a water flow with velocities in the range of 2 to 4 m/s would 
have been impractical because of the wire's fragility (5 #m wire 
diameter). The cylindrical hot-film probe, although more dura- 
ble, was plagued with turbulent vortex shedding from the aft 
portion of the cylinder, because its Reynolds number based on 
cylinder diameter (70/zm) was too large. The vortex shedding 
would cause the anemometer to sense turbulence even in a lam- 
inar bulk flow. Although the literature describing thermal ane- 
mometry measurements in liquids with velocities in excess of 1 
m/s is small compared to measurements in gases, there exists a 
well-accepted consensus that difficulties from eddy shedding and 
contamination may be eliminated by using a hot-film probe of 
conical geometry (Resch, 1970; Morrow and Kline, 1971; War- 
schauer et al., 1974; Hinze, 1975). Likewise, several investiga- 
tors have successfully demonstrated the accuracy of this type of 
probe for liquid flows (Friehe and Schwarz, 1969; Rodriguez et 
al,, 1970; Resch, 1970; Warschauer et al., 1974). 

N o m e n c l a t u r e  

A R  = aspect ratio of a rectangular P = 
channel (nozzle) 

C = free-stream velocity gradient Pr = 
along_ the impingement surface q" = 
= d U J d x  Red = 

d = screen-wire diameter Re/ = 
d. = diameter of a circular nozzle Re. = 
Dh = hydraulic diameter Reg = 

g = gravitational acceleration T/ = 
G = dimensionless free-stream veloc- Tw = 

ity gradient = C w j / ~  
h = local convection heat transfer co- 

efficient = q'7[Tw - Tf] u, v, w = 
kf = thermal conductivity of the liq- 

uid u' ,  v', w' = 
M = screen-mesh length 

Nud = stagnation point Nusselt number 
= h(O)d,/ky a, ~), • = 

Nuj = stagnation point Nusselt number 
= h(O)w/k /  

local pressure along the im- 
pingement surface 
Prandtl number 
surface heat flux 
Reynolds number = V,,d./u 
Reynolds number = VAwj/u 
Reynolds number = V . w . / u  
Reynolds number = V M / u  
liquid temperature 
local temperature on the 
wet side of the heated sur- 
face 
fluctuating components of 
velocity 
root-mean-square (rms) 
fluctuating components of 
velocity 
turbulence intensity = u' /U,  
v' / f f  , w '  l f f '  

U, V, W = instantaneous components of 
velocity 

U, V, W = mean components of veloc- 
ity 

0~ = mean inviscid velocity along 
the impingement surface 

= mass-averaged jet velocity at 
a distance y from the nozzle 
exit = (V~ + 2gy) u2 

V. = mass-averaged jet velocity at 
the nozzle discharge 

wj = jet width at a distance y 
from the nozzle exit = w . V . /  
VJ 

w. = nozzle width 
x, y, z = orthogonal coordinate direc- 

tions with origin at the cen- 
ter of the nozzle outlet 

u = kinematic viscosity 
p = density of the liquid 
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To assess the suitability of this type of probe for the measure- 
ments of this investigation, experiments were conducted ins ide  
the parallel-plate nozzle and compared to results for a parallel- 
plate channel (Hussain and Reynolds, 1975). Due to the large 
size of the probe relative to the nozzle width, measurements 
could not be obtained near the wall and were thus limited to the 
Central 80 percent of the nozzle. Agreement with the results of 
Hussain and Reynolds was within 2 percent for the mean velocity 
and 12 percent for the turbulence intensity, both of which were 
considered acceptable. 

The voltage output from the anemometer was read digitally by 
a variable-gain, 12-bit A / D  converter. The mean and rms fluc- 
tuating velocities were computed from 10,000 data sampled at 
varying acquisition rates depending on the bulk velocity of the 
flow. The number of data was chosen to achieve a statistically 
large ensemble. The acquisition rate was selected such that the 
length of the sampling interval would allow approximately 
10,000 large-scale eddies to pass the hot-film probe, with ap- 
proximately one data point obtained for each eddy. An approxi- 
mate estimate for the time required for a large-scale eddy to be 
advected past the probe was obtained from the ratio of the flow's 
characteristic length (w,) to its characteristic velocity (V,). For 
a fixed nozzle width of 10.2 mm and average nozzle velocities 
of 2 and 4 m/s, the approximate time interval that the probe was 
located within a single eddy was 2.5 or 5.0 ms; hence, the ac- 
quisition rate was either 200 samples/s for the low-velocity case 
(V, = 2.0 m/s) or 400 samples/s for the high-velocity case (V,, 
= 4.0 m/s) (sampling intervals of 50 and 25 seconds, respec- 
tively). Although these specific sampling rates were used con- 
sistently for all experiments, the rms velocities were found to be 
insensitive to sampling rate provided that the sampling was done 
slowly enough to avoid multiple readings being taken within a 
single eddy. 

The only data conditioning that was applied to the measured 
anemometer signal was done to correct for the presence of air 
bubbles in the jet flow. It was observed that, at certain locations 
within the jet, large voltage spikes would be superimposed on 
the typical fluctuating voltage signal. The spikes, negative with 
respect to the mean voltage and typically more than ten times 
larger than the turbulence-induced fluctuations, were caused by 
air bubbles that were entrained into the flow following ejection 
from the nozzle. A good description of the air entrainment phe- 
nomenon is given by Hoyt and Taylor (1977), with particularly 
revealing photographs being presented in a later publication by 
the same authors (Taylor and Hoyt, 1983). The large voltage 
change resulted from an air bubble striking the hot film and caus- 
ing its temperature to rise momentarily. This increase in temper- 
ature was sensed by the bridge circuitry, which in turn decreased 
the bridge voltage in an attempt to lower the film temperature. 
The number of these spikes in a given time interval increased 
with increasing streamwise distance (y coordinate) away from 
the nozzle exit, increasing lateral distance (x coordinate) toward 
the free interface, and increasing Reynolds number for a fixed 
probe location. Voltage records (10,000 samples long) contain- 
ing fewer than 100 spikes were accepted as usable data sets, and 
the voltage spikes were removed from the record prior to proc- 
essing. Those sets with more than 100 spikes were rejected. This 
criterion is predicated on the premise that spurious data exceed- 
ing 1 percent of the data record (100 spikes in 10,000 samples) 
would have made the extraction of accurate velocimetry data 
more difficult. Since the voltage spikes were an artifact of the 
bubbles and not the turbulence, they were removed from the data 
set prior to computing the mean and rms fluctuating velocities. 
All results presented in this paper that are based on conditioned 
data are indicated with a vertical tick drawn through the data 
point (i.e., unconditioned l ;  conditioned 1 ) .  The bubbles, pres- 
ent in the pre-impinging jet, would also clearly be present at 
impingement. However, this investigation did not examine the 
influence of the air bubbles on impingement heat transfer. 

Spectral analysis of the anemometer voltage revealed a peri- 
odic oscillation in the flow with a frequency of approximately 18 
Hz. Diagnostic tests on the entire flow system revealed that the 
pulsation existed as far upstream as the pump and may in fact 
have been induced by the pump. No effort was made to eliminate 
this pulsation from the flow, because the core interest of this 
study was to investigate the effect of turbulence, as gaged by the 
turbulence intensity, on the impingement heat transfer. Any ve- 
locity fluctuations in the flow, whether they be regular (pulsa- 
tion) or random (turbulence), would also be present during the 
heat transfer measurements and would each have its respective 
impact on the thermal transport. Hence, the presence of this low- 
frequency pulsation was not viewed as intrusive, as it might be 
in a pure fluid mechanical investigation, but rather as an artifact 
of the system that was present for both turbulence and heat trans- 
fer measurements. 

The magnitude of the pulsation was small relative to the nat- 
ural turbulence level for all the flow conditions to be discussed 
except for the low-Reynolds-number, converging nozzle case. 
This flow condition generated very low levels of naturally in- 
duced turbulence, which accentuated the vibration's influence on 
the flow. This influence will be discussed further as it pertains to 
the results for the converging nozzle. More quantitative details 
concerning the pulsation are presented by Wolf (1993). 

The fluid consisted of demineralized, deionized water (specific 
resistance > 10 Mf~-cm) that was continuously passed through a 
5/.zm, cartridge-type filter to remove any small-scale sediment. 
All the turbulence measurements were obtained with the ane- 
mometer operating at an overheat ratio of 0.05. For the fixed fluid 
temperature of 25°C, this overheat ratio corresponded to an op- 
erating film temperature of 49°C and a temperature difference 
between the film and fluid of 24°C. This overheat ratio was cho- 
sen because it provided sufficient sensitivity while still maintain- 
ing a relatively low film temperature to avoid generating bubbles 
(vapor or noncondensible gases) at the film surface. The tem- 
perature of the water for both experiments and calibrations was 
held constant to within ±0.05°C of 25°C to avoid thermal drift 
in the signal. Calibration of the hot-film anemometer was 
achieved by placing the probe within a laminar, cylindrical jet of 
known velocity, which was produced at a sharp-edged orifice 
located at the bottom of a tank of water. The relationship between 
the height of the water and the velocity at the orifice was derived 
from Bernoulli's equation with the application of a measured loss 
coefficient (Wolf, 1993). 

The primary nozzle was a parallel-plate channel with rectan- 
gular cross-sectional dimensions of 10.2 mm x 102 mm (Dh = 
18.5 mm; A R  = 10) and an axial length of 935 mm (50.6Dh; 
92w,). In addition to considering the natural turbulence that re- 
suits from the fully developed channel flow, several techniques 
were adopted either to mechanically manipulate the turbulence 
that existed at the outlet of the parallel-plate channel or to use a 
completely different low-turbulence nozzle. The mechanical ma- 
nipulators consisted of two different types of screens and a wire 
grid. The low-turbulence nozzle consisted of a converging sec- 
tion to damp upstream disturbances and an outlet geometry that 
was identical to that of the parallel-plate nozzle. 

The screens and wires were attached to the nozzle as shown 
in Fig. 1. A holder was designed to fit over the outlet of the 
parallel-plate nozzle while still maintaining the inside channel 
dimensions of 10.2 mm x 102 mm. The manipulator would then 
be in intimate contact with the exit of the nozzle proper and 
would be followed by a 12.7 mm long section prior to ejection. 
This extra nozzle length was intended to avoid air entrainment 
at the manipulator. Table 1 provides all of the characteristics 
related to the two screens. 

A wire grid was chosen as a turbulence manipulator because 
it generates vortices with their axes parallel to that of the wire. 
This feature was attractive because it allowed for the generation 
of vortices that would be aligned with the direction of the velocity 
gradient on the impingement surface. The ability of such a flow 
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Fig. 1 Schematic of nozzle exit showing the arrangement employed to 
introduce turbulence manipulators into the flow, the hot-film probe, and 
some associated nomenclature 

condition to enhance stagnation point heat transfer has been 
widely reported, as, for example, by VanFossen and Simoneau 
(1987) for cylinders in crossflow. The wire grid consisted of an 
array of wires (0.508 mm diameter on 2.54 mm centers) that 
were positioned in a plane (the x - z  plane with the wires oriented 
parallel to the x axis) normal to the jet flow. Wire size selection 
was based on guidelines obtained from the archival literature that 
addressed the phenomenon of heat transfer augmentation through 
vortex stretching in a stagnated flow (Wolf, 1993). 

A converging nozzle was also used in order to achieve very 
low turbulence levels. It is well established that subjecting a fluid 
to rapid acceleration (favorable pressure gradient) induces sub- 
stantial damping of the streamwise turbulent component. Sizable 
pressure gradients in internal flows may be achieved through 
large contraction ratios. Investigations on systems of this type 
have shown transition from fully developed turbulent flow to a 
near-laminar state (Hoyt and Taylor, 1985). The converging 
nozzle used in this investigation was the same as that used by 
Vader et al. ( 1991 ), which employed a 5:1 contraction ratio over 
an axial length 6 ½ times the inlet width. The outlet geometry, 
however, was the same as that of the parallel-plate nozzle ( 10.2 
mm × 102 mm). 

Independent of nozzle configuration, the flow condition cor- 
responding to the lowest Reynolds number (23,000) and larg- 
est distance from the nozzle exit (30w,) was the most suscep- 
tible to changes in the geometry of the jet 's  cross section due 
to surface tension forces, which act to minimize the free sur- 
face area (i.e., convert the cross section from rectangular to 
circular). While the influence of surface tension could clearly 
be seen for this flow condition in the form of rounded jet cor- 
ners, it did not influence the measurement domain, which was 
far-removed from the corners. The measurements were made 
in the x - y  plane located centrally with respect to the jet 's 
depth of 102 mm. 

The free-stream velocity along the impingement surface U= 
was inferred from knowledge of the static pressure P by virtue 
of Euler's equation, which gives 

Static pressure measurements were taken along the impingement 
surface with a wall tap (0.15 mm diameter) located on a fiat, 
acrylic plate that was translated beneath the jet. The free-stream 
velocity increases linearly in the region 0 -< x / w j  ~< 1; hence, 
the static pressure was measured within this region and used with 
Eq. (6) to compute the local free-stream velocity. These results 
were then subjected to a linear least-squares fit, which yielded 
the desired velocity gradient at the stagnation point. 

Since the velocity 0~ was inferred from the static pressure 
measured at the wall, which is equal to the static pressure at the 
edge of the viscous boundary layer (i.e., OP/Oy = 0 within the 
boundary layer), the velocity gradients correspond to those pres- 
ent at the edge of the viscous boundary layer. This distinction is 
important in light of recent measurements by Stevens et al. 
(1992), which showed, albeit for a circular jet, that G was a 
function of the y coordinate outside of the viscous boundary 
layer. 

The uncertainties associated with the turbulence and velocity 
gradient measurements have been assessed in accordance with 
the method suggested by Kline and McClintock ( 1953 ) and Mof- 
fat (1988). The worst-case overall uncertainties (based on the 
root-sum-square of the precision and bias limits) are ±3, ±5, and 
±9 percent for V, 3, and G, respectively. Details of the analysis 
are provided by Wolf (1993). 

Experimental Results 

Mean Velocity and Turbulence Intensity Within the 
Jet. This section provides selected mappings of the mean and 
rms fluctuating velocities within the x - y  plane of the jet. Results 
presented in this paper are limited to those needed to interpret 
and correlate the heat transfer data of the companion paper. Cor- 
relation of the data will be based on use of the turbulence inten- 
sity ~ at the centerline of the jet as the appropriate figure-of-merit 
to characterize the effects of turbulence on impingement heat 
transfer. Hence, only one set of profiles will be presented for the 
mean velocity and turbulence intensity across the jet width, with 
greater attention given to the evolution of hydrodynamic condi- 
tions along the centerline of the jet. Complete mappings of V and 

Table I Specifications of the screens used as turbulence manipulators 

Screen M d 
Mesh (turn) (turn) 

30x30  0.847 0.165 

40 x 40 0.635 0.165 

M/d Solidity 

5.13 35.2% 

3.85 45.2% 

Re M 

at at 

1900 3800 

1420 2840 

Solid Area 
Re M = Vn M Solidity = Total Area 

v 
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Fig. 2 The streamwise mean velocity profiles across the jet width as a 
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Fig. 3 The evolution of the absolute mean velocity with streamwiee dis- 
tance at a spanwise location of 2x/w.  = 0.0 for all nozzle conditions and 
Re.  = 23,000 

within the jet are provided by Wolf (1993) for each of the 
nozzle configurations. 

The velocity mappings are subdivided in terms of nozzle type 
and nozzle-exit condition. For the parallel-plate channel, results 
are reported for nozzle-exit conditions that are either open (no 
turbulence manipulators) or involve screens or a wire grid. Since 
the converging nozzle was intended to provide low-turbulence 
results relative to the parallel-plate channel, no turbulence ma- 
nipulators were used (the exit condition was open). Data were 
obtained at nozzle Reynolds numbers (Re,) of 23,000 and 
46,000. The lateral extent of the mappings that follow were often 
limited by either the free surface, which moves closer to the jet 
centerline as the flow is accelerated under gravity, or by air bub- 
bles, which were entrained at the free surface and would strike 
the probe. 

Mean Velocity. The mean velocity profile for the parallel-plate 
nozzle with an open exit condition is given in Fig. 2 for the low- 
Reynolds-number case. The mean velocity data of Hussain and 
Reynolds (1975) for fully developed, turbulent channel flow is 
also provided for comparison. The streamwise mean velocity is 
normalized with respect to the mean velocity at the jet centerline 
and is presented as a function of the spanwise coordinate (x) and 
parameterized with respect to the streamwise coordinate (y). The 
profile is most nonuniform at the nozzle exit (y/w, = 0), where 
it retains the primary features of fully developed channel flow, 
and within the first five nozzle widths from the exit, it remains 
essentially the same, at least within the spanwise limits of the 
data (2x/w, <- 0.83 at y/w,, = 0 and 2x/w, <- 0.71 at y/w, = 
5). However, at distances beyond 5w,, the profile begins a grad- 
ual transition to a completely uniform condition at approximately 
20 nozzle widths. The only other known investigation to report 
similar velocimetry data was that of Stevens and Webb (1992), 
who monitored the acceleration of a jet's free surface. The pres- 
ent results, however, are too far removed from the free surface 
to lend themselves to direct comparison. 

Figures 3 and 4 are summaries of all of the centerline mean 
velocity data as a function of streamwise distance and nozzle 
condition for the low and high Reynolds numbers, respectively. 
The solid curve in each of these figures is the estimate of the 
local mass-averaged velocity (the jet velocity, Vj) based on an 
initial value of V, that is accelerated as a solid body [ ~ ( y )  = 
(~V] + 2gy)~/2]. The mass-averaged velocity at the nozzle dis- 
charge V, was either 2.0 m/s (Fig. 3, Re, = 23,000) or 4.0 rrds 
(Fig. 4, Re, = 46,000), independent of the nozzle exit condition. 
The average jet velocity ~ is the parameter used in all of the heat 
transfer correlations presented in the companion paper, primarily 
because of its simplicity. Independent of nozzle type or exit con- 

dition, the jet velocity may be computed with basic system pa- 
rameters (volume flow rate, nozzle exit area, and nozzle-to-sur- 
face spacing) that would be readily available to the designer of 
an impingement cooling scheme. The maximum variation be- 
tween the centerline mean velocity and ~ never exceeded 15 
percent. 

For both Reynolds numbers, the mean velocity increases with 
streamwise distance. The two predominant mechanisms that af- 
fect this velocity are gravitational acceleration and viscous shear 
internal to the jet (the shear at the interface between the water 
and air is negligible). The effect of gravity is to increase the 
mean velocity with streamwise distance and may be approxi- 
mated by the following solid-body expression: 

f f ( x , y )  = (V(x, 0) 2 + 2gy) jn (7) 

The effect of viscous shear is to flatten the mean velocity profile 
with streamwise distance. Due to the no-slip condition at the 
boundary, the fluid at the edge of the jet is zero immediately prior 
to leaving the nozzle (y = 0). Thereafter, shear forces increase 
the mean velocity of the fluid at the liquid/gas interface, at the 
expense of a reduction in local velocities internal to the jet, ul- 
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Fig. 4 The evolution of the absolute mean velocity with atreamwise dis- 
tance at a spanwise location of  2x /w.  = 0.0 for all nozzle conditions and 
Re. = 46,000 
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wise distance at a spanwisa location of 2x/w. = 0.0 for all nozzle condi- 
tions and Re. = 23,000 

timatety resulting in a more uniform velocity profile (Fig. 2). 
Depending on the spanwise location in the jet, the gravitational 
and shear forces may operate cocurrent or countercurrent to one 
another. At the centerline of the jet, for example, these two forces 
oppose one another until the velocity profile becomes fiat, at 
which time, the gravitational force acts alone. 

The spread in centerline mean velocities at the nozzle dis- 
charge (y/w, = 0) is due to the different upstream nozzle con- 
ditions. While the nozzleReynolds number Re, based on the 
mass-averaged velocity (V,) was fixed, the centerline velocity at 
the nozzle exit [V(0, 0)] varied in accordance with the degree 
of nonuniformity in the velocity profile. For the converging noz- 
zle, where the mean velocity profile was uniform, V(0, 0) was 
approximately equal to V, (the solid line); for the open, parallel- 
plate nozzle, where the mean velocity profile was nonuniform, 
V(0, 0) exceeded V, by approximately 14 percent. 

Differences in accelerations over the streamwise length of 
30w, are due to the aforementioned competing mechanisms of 
gravitational acceleration and viscous shear. For a fixed Reynolds 
number, those nozzle configurations that yield the most uniform 
velocity profile at the nozzle exit also have the largest relative 
acceleration. The mean velocity for the converging nozzle, which 
yielded the most uniform mean velocity profile at the nozzle exit, 
experiences the largest relative acceleration. Conversely, the 
mean velocity for the open, parallel-plate nozzle, which yielded 
the most nonuniform profile at the nozzle exit, experiences the 
smallest relative acceleration, since the gravitational acceleration 
is competing with local deceleration caused by the viscous shear 
within the jet. The results of Figs. 3 and 4 plotted relative to the 
mean velocity at y/w, = 0 are available elsewhere (Wolf, 1993 ). 

Turbulence Intensity. Figure 5 shows the turbulence intensity 
profile for the same nozzle condition and Reynolds number as 
Fig. 2. The turbulence intensity is most nonhomogeneous at the 
nozzle exit (y/w, = 0), where it increases monotonically from 
approximately 4 percent at the centerline of the jet to approxi- 
mately 10 percent as the nozzle wall and spanwise limits of the 
data are approached. After a streamwise distance of five nozzle 
widths, the turbulence intensity begins to decay and become 
more homogeneous in the outer regions of the jet (2x/w, > 0.4). 
With increasing streamwise distance, the turbulent decay and ho- 
mogeneity penetrate deeper into the core of the jet such that, by 
15 to 20 nozzle widths, the turbulence is completely homoge- 
neous and of an intensity that is approximately 30 percent below 
the cente(line level at the nozzle exit. 

To understand better the transport of turbulent kinetic energy 
(an approximate measure of v' 2) throughout the jet, some insight 
is sought from the relation governing conservation of the kinetic 

energy. Hinze (1975) shows that the conservation of turbulent 
kinetic energy may be demarcated in terms of the following 
mechanisms: (a) the change that results from unsteadiness in the 
mean flow and advective transport by the mean motion, (b) dif- 
fusion, (c) production, (d) viscous transport, and (e) viscous 
dissipation. Internal to the nozzle, all five of these mechanisms 
(except for the unsteady part of term a) contribute to the overall 
distribution of energy. Following ejection, however, energy pro- 
duction (term c) is approximately zero, since the mean velocity 
profile quickly becomes uniform (Fig. 2), and the viscous trans- 
port of turbulent energy (term d) is negligible everywhere except 
near a solid surface (Bradshaw, 1971 ). Hence, the transport of 
turbulent energy in the jet is governed only by advection (the 
steady part of term a), diffusion (term b), and viscous dissipa- 
tion (term e). The outcome is that the turbulent kinetic energy 
will be redistributed throughout the flow by advection and dif- 
fusion (i.e., the turbulence becomes more homogeneous) and 
will be dissipated by viscous shear (i.e., the turbulence decays). 
The mappings of the turbulence intensity shown in Fig. 5 support 
this argument. 

Figures 6 and 7 show the turbulence intensity relative to the 
value at the nozzle exit as a function of streamwise distance and 
nozzle configuration for the low and high Reynolds numbers, 
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respectively. These figures demonstrate the vastly different tur- 
bulent characteristics that exist among the various flows. All the 
results involving turbulence manipulators (wire grid and screens ) 
exhibit very rapid decay rates immediately downstream of the 
nozzle exit. In the absence of a manipulator (open parallel-plate 
nozzle and converging nozzle), the overall decay rate is much 
slower and, in some instances, even exhibits local enhancements 
in the turbulence level with streamwise distance. 

For both the wire grid and the screens at both Reynolds num- 
bers, the turbulence intensity decreases by more than a factor of 
two within a distance of 6w, from the nozzle exit; thereafter, the 
decay rate is much more gradual. This precipitous decline in the 
turbulence level is caused by a level of viscous dissipation that 
greatly exceeds advection and diffusion because of the small- 
scale turbulent structures created by the manipulator. In an un- 
manipulated flow, the turbulent energy undergoes a natural cas- 
cade from its inception with large-scale structures to its dissipa- 
tion with small-scale structures. This transfer of energy occurs 
incrementally over the entire spectrum of eddy sizes from the 
largest to the smallest. A wire grid or screen, however, disrupts 
this spectrum of different sizes, favoring length scales that are 
on the order of the wire or mesh dimension. In doing so, the 
natural cascade is interrupted and a majority of the turbulent en- 
ergy is funneled into smaller length scales where dissipation is 
most apt to occur. This condition induces rapid decay in the tur- 
bulence level until a natural spectrum of sizes redevelops, at 
which point the decay rate declines. This entire process of an 
initially rapid decay rate followed by a gradual decay is apparent 
in Figs. 6 and 7 and is consistent with previous results obtained 
for decay downstream of a screen (Groth and Johansson, 1988). 

For the open, parallel-plate nozzle, the rate of turbulence dis- 
sipation resulting from a normal process of energy cascading is 
much smaller at the nozzle discharge than for the manipulated 
flows and is of similar magnitude as the turbulent transport mech- 
anisms of diffusion and advection. The interaction of these three 
mechanisms affect the turbulence in a manner quite different 
from the dissipation-dominated, manipulated flows such that the 
evolution of the turbulence intensity at the jet centerline is di- 
vided into two general regions, independent of Reynolds number. 
The first region ( y /w ,  ~< 10 in the case of the parallel-plate noz- 
zle), hereafter called the equilibrium region, is one in which the 
turbulence intensity remains essentially constant with streamwise 
distance. The second region ( y /w ,  .~ 10), hereafter called the 
decay region, is one in which the turbulence intensity declines 
monotonically with streamwise distance. 

The equilibrium region is so named because the mechanisms 
of advection/diffusion and dissipation of the turbulent energy are 
opposing one another. From Fig. 5, it is clear that the turbulence 
intensity (and hence, the turbulent kinetic energy) is highest in 
regions close to the free interface and lowest at the jet centerline. 
This unbalanced distribution results in the diffusion of turbulent 
energy toward the jet centerline. Concurrently, the turbulent ki- 
netic energy is also advected downstream by the bulk fluid mo- 
tion. These mechanisms serve to increase the turbulence intensity 
near the core of the jet at the expense of a decline in the turbu- 
lence intensity at the outer regions. Simultaneous to this advec- 
tion/diffusion process, viscous dissipation of the turbulence con- 
tributes to a decline of the energy level throughout the jet. Hence, 
locally at the jet centerline, a pseudo-equilibrium develops, 
where advection/diffusion is enriching the region with turbulent 
energy, while viscous dissipation is depleting the region of en- 
ergy. In some cases, as for the high-Reynolds-number data shown 
in Fig. 7, advection/diffusion apparently dominates the energy 
exchange, such that the turbulence intensity actually increases 
locally by about 6 percent over the first eight nozzle widths. For 
the low-Reynolds-number case, however, a monotonic decline 
exists over the first ten nozzle widths, but at a much lower rate 
than the decline beyond 10w,,. 

The decay region is so named because the viscous dissipation 
of turbulent energy dominates and the turbulence level decays 

rapidly and monotonically. At the streamwise distance of ap- 
proximately lOw,,, the diffusion of turbulent kinetic energy is 
essentially nil. This result is shown clearly in Fig. 5, where the 
turbulence is nearly homogeneous for distances of y/w,, > 10. 
Hence, for streamwise distances beyond 10w,,, the turbulent ki- 
netic energy (and turbulence intensity)decays quickly, as evi- 
denced in Fig. 6. 

Much like the transport of the turbulent kinetic energy de- 
scribed for the parallel-plate nozzle with an open exit condition, 
similar mechanisms are believed to apply for the high Reynolds 
number, converging nozzle (Fig. 7). For y /w ,  < 10, the turbu- 
lence is predominantly governed by viscous dissipation and the 
turbulence level decreases. At y/w,, ~ 10, the effects of a redis- 
tribution (advection/diffusion-driven) in the turbulent kinetic 
energy influences the local turbulence level. Profiles of the tur- 
bulence intensity with respect to the lateral coordinate x showed 
the turbulence at the nozzle exit to be highly nonhomogeneous 
at the outer regions of the jet. This nonuniformity results in the 
diffusion of turbulent kinetic energy inward toward the jet cen- 
terline while the energy is simultaneously being advected down- 
stream. Once the turbulence is completely homogeneous, the re- 
distribution of the turbulent kinetic energy ceases (probably at 
y /w ,  ~ 20) and the turbulence undergoes viscous dissipation 
only. 

For the low-Reynolds-number, converging nozzle, the turbu- 
lence intensity behavior (Fig. 6) is quite different from that at 
the higher Reynolds number (Fig. 7). Specifically, the turbulence 
intensity declines monotonically with streamwise distance for the 
low-Reynolds-number case. The different behavior between the 
two Reynolds numbers is due to the previously discussed, low- 
frequency ( ~ 18 Hz) pulsation present in the flow loop. This low- 
amplitude pulsation was too small to influence flow conditions 
significantly other than results for the low-Reynolds-number, 
converging nozzle. For this case, the pulsation is a dominant 
factor in the flow and governs the decay rate. Influences such as 
the diffusion of turbulent energy from other regions of the jet, 
which is seen to augment the turbulence level for the other un- 
manipulated flows (Figs. 6 and 7), are weak relative to the pul- 
sation. At the other test conditions, the natural turbulence of the 
flow exceeded, often significantly, the pulsation level (Wolf, 
1993). 

The results from Figs. 6 and 7 have been replotted in Figs. 8 
and 9 in terms of the actual value of the turbulence intensity for 
the low and high Reynolds numbers, respectively. This represen- 
tation reveals the levels of turbulence generated by each nozzle 
configuration relative to the other. At the nozzle exit, the range 
of turbulence levels is the largest, with the wire grid generating 
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the most turbulence at levels greater than 10 percent of the mean 
velocity. The wire grid-generated turbulence decays very rapidly, 
and for streamwise distances greater than approximately 5w,, the 
maximum turbulence is exhibited by the open, parallel-plate noz- 
zle. Despite significantly different levels of turbulence at the noz- 
zle exit, all the nozzle conditions decay to turbulence levels of 1 
to 2 percent at 30w,, independent of the Reynolds number. 

Figures 8 and 9 clearly demonstrate that, for cooling arrange- 
ments where the nozzle-to-surface spacing is ~5w,, the unma- 
nipulated, parallel-plate nozzle will deliver the highest turbulence 
levels to the impingement zone. This behavior is in contrast to 
what one might intuitively expect; namely, that mechanical de- 
vices positioned at the nozzle exit will enhance the impingement 
turbulence level over the unmanipulated jet and, in turn, provide 
the greatest amount of augmentation of the surface heat transfer. 
Moreover, the fact that the open nozzle produces the most tur- 
bulent jet for the majority of separation distances has the added 
benefit of simple, maintenance-free operation (no added pressure 
loss, no reliability concerns such as contaminants clogging a 
screen, etc.). 

In the interest of space limitations, distributions of 0 as a func- 
tion of y/w, for 2x/w, > 0 have been omitted. However, the 
streamwise trends of 0 at transverse locations away from the jet 
centerline were, in general, similar to the results presented here- 
tofore at the jet centerline. Complete mappings are available else- 
where (Wolf, 1993). 

Finally, it is important to emphasize that the manner in which 
the results are presented in Figs. 6 -9  for the manipulated flows 
(wire grid and screens) is somewhat arbitrary, in that they depend 
on where the manipulator was located relative to the nozzle exit. 
For those results, the manipulator was positioned 12.7 mm up- 
stream of the nozzle exit (Fig. 1 ), which corresponds to 20 wire 
diameters for the wire grid and 15 and 20 mesh lengths for the 
30- and 40-mesh screens. If the manipulator had been closer to 
the exit, the turbulence intensity would have been higher at the 
nozzle exit, since the distance presently available for turbulent 
decay ( 12.7 mm) would be smaller. Therefore, trends of quan- 
tities nondimensionalized by their initial values will vary de- 
pending on the choice of the initial location relative to the ma- 
nipulator. This does not, however, take away from the aforemen- 
tioned, general conclusion that turbulence from the manipulated 
flows was dissipated much more rapidly than turbulence from the 
unmanipulated flows. 

Velocity Gradient Along the Impingement Surface. The 
test matrix for the heat transfer measurements to be discussed in 
Part 2 of this paper contained 70 elements (2 Reynolds numbers 

× 5 nozzle-exit conditions X 7 nozzle-to-surface spacings). The 
turbulence measurements needed to correspond to each of these 
conditions in the test matrix are given in Figs. 8 and 9. It would 
follow that measurements of the velocity gradient should also be 
performed for each of these conditions. However, measurement 
of the velocity gradient by the previously described technique 
was an arduous task. To obtain a single velocity gradient, ap- 
proximately 3 hours of manual data sampling was required due 
to the lengthy transients that existed with the manometer system. 
For this reason, measurements were initially limited to the ex- 
tremes of the nozzle-to-surface spacing to determine the neces- 
sity of obtaining data at the intermediate spacings. This initially 
limited the test matrix for the velocity gradient to 20 elements 
(i.e., 2 Reynolds numbers, 5 nozzle exit conditions, 2 nozzle-to- 
surface spacings: y/w, = 2 and 30). 

Figure 10(a) shows the free-stream velocity distributions 
along the impingement surface for the open, parallel-plate nozzle 
as a function of the low and high Reynolds numbers and the two 
nozzle-to-surface spacings. The dimensionless slope of each re- 
spective distribution (G) is also listed in the figure and is the 
result of a linear least-squares fit of the data. While the effect of 
the Reynolds number on the velocity gradient is small [ <3 per- 
cent and consistent with the findings of Stevens et al. (1992)], 
the influence of the nozzle-to-surface spacing is much more sig- 
nificant (30-40 percent). The spacing influences the velocity 
gradient solely through its effect on the mean velocity profile 
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Fig. 10 Free-stream velocity along the impingement surface for the par- 
allel-plate nozzle with an open exit condition showing the effect of (a) 
Reynolds number and (b) nozzle-to-surface spacing 
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within the jet. For small nozzle-to-surface spacings, the nonuni- 
fortuity in the velocity profile present at the nozzle discharge is 
preserved within the first two nozzle widths downstream. The 
mean velocity distributions presented in Fig. 2 support this claim. 
However, for large nozzle-to-surface spacings, the mean velocity 
profile becomes nearly uniform. Note the similarity between the 
profiles for the large nozzle-to-surface spacings and the theoret- 
ically derived profile for a uniform velocity distribution (Milne- 
Thomson, 1955 ). Several investigators (Scholtz and Trass, 1970; 
Sparrow and Lee, 1975; Deshpande and Vaishnav, 1982; van der 
Meer, 1987) have shown that the strength of the velocity gradient 
on the impingement surface increases with the degree of non- 
uniformity in the jet's mean velocity profile. In particular, Spar- 
row and Lee (1975) report the dimensionless velocity gradient 
at the stagnation point to be nearly four times larger for a near- 
parabolic velocity profile than for a uniform velocity profile. 
Such large differences in the velocity gradient would not be ex- 
pected here, however, since the fully developed turbulent veloc- 
ity profile at the nozzle discharge is much flatter than a laminar, 
parabolic profile. 

Distributions similar those of Fig. 10(a) have been obtained 
by Wolf ( 1993 ) for the other nozzle conditions, and two common 
features were revealed: (1)  G is independent of the Reynolds 
number, and (2) G decreases with increasing nozzle-to-surface 
spacing, albeit marginally in some cases where the initial velocity 
profile was very uniform (i.e., the converging nozzle).  More- 
over, with the exception of the open-ended, parallel-plate nozzle, 
G is nearly invariant with respect to the nozzle-to-surface spac- 
ing. Hence, for the open-ended condition only, additional exper- 
iments were performed at a few of the intermediate separation 
distances in an attempt to establish an approximate relationship 
between G and y/w,. 

Figure 10(b) shows the velocity distributions for the high 
Reynolds number case at separation distances of 2w,, 10w,,, 
20w,,, and 30w,. The results indicate monotonic decreases in the 
velocity gradient with increasing nozzle-to-surface spacing (i.e., 
increasing uniformity in the jet's mean velocity profile). The four 
values of G corresponding to the four separation distances are 
approximately linear (to within _+5 percent) with respect to the 
nozzle-to-surface spacing. Although this favorable agreement is 
encouraging, there is no evidence to support that the physical 
relationship between G and y/w, is precisely linear. Rather, this 
relationship provided adequate support for the approximation 
that velocity gradients at separation distances between 2w, and 
30w, may be linearly interpolated to within about 5 percent. Tab- 
ulation of the velocity gradients for all of the 70 matrix conditions 
may be found elsewhere (Wolf, 1993). 

S u m m a r y  

Measurements of the mean velocity and turbulence intensity 
within the jet and the velocity gradient along the impingement 
surface have been reported for various nozzle configurations. In 
general, the mean velocity profile across the jet width was fairly 
uniform, independent of the nozzle exit condition, distance from 
the nozzle discharge, and Reynolds number. This behavior is 
attributed to the fact that the flow was fully turbulent. Lateral 
profiles of the turbulence intensity revealed that the large, non- 
homogeneous levels of turbulence present at the nozzle exit even- 
tually become more homogeneous with streamwise distance and 
decay to levels of about 1 percent after 30 nozzle widths from 
the discharge. With the exception of regions close to the nozzle 
exit (within five nozzle widths), the parallel-plate nozzle with 
an open exit condition yielded the highest levels of turbulence. 
Flows involving turbulence manipulators (wires and screens), 
although exhibiting very high initial turbulence levels (as high 
as 12 percent), experience large rates of turbulent decay such 
that, within about five to ten nozzle widths, the turbulence inten- 
sity declined to approximately 2 percent. The velocity gradient 
along the impingement surface was shown to be insensitive to 

the Reynolds number and to vary approximately linearly with the 
nozzle-to-surface spacing. 
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Turbulence Dissipation in a 
Free-Surface Jet of Water and 
Its Effect on Local Impingement 
Heat Transfer From a Heated 
Surface: Part 2---Local Heat 
Transfer 
This paper presents local heat transfer data for  a planar, free-surface jet  of  water 
impinging normal on a uniformly heated surface. The hydrodynamic conditions of  the 
jet  were altered through the use of  different nozzle types (parallel-plate and converging) 
and flow manipulators (wire grid and screens) to investigate the relationship between 
je t  turbulence and local impingement heat transfer. The flow structures for each of  the 
various nozzle conditions are reported in a companion paper ( Wolf et aL, 1995), and 
results are used in this paper to interpret their effect on local heat transfer. In addition 
to qualitative interpretations, correlations are developed for both the onset of  transition 
to turbulence and the dimensionless convection coefficient at the stagnation point. 
Higher levels of  jet  turbulence are shown to induce transition to a turbulent boundary 
layer at smaller streamwise distances from the stagnation point. The effect of  stream- 
wise turbulence intensity on the convection coefficient is shown to scale approximately 
as the one-quarter power. 

Introduction 
The review of literature pertaining to laminar impingement 

heat transfer and the effects o f  free-stream turbulence on im- 
pingement heat transfer discussed in the first paper (Wolf et al., 
1995) suggested that the dimensionless convection coefficient at 
the stagnation point Nu/ (=hw//kl) has the following depen- 
dence: 

N u / = f ( G ,  Re/, Pr, ~) (1) 

where G is the dimensionless velocity gradient at the stagnation 
point, Re/is the Reynolds number, Pr is the Prandtl number, and 

is the streamwise turbulence intensity. This paper reports the 
local, single-phase heat transfer measurements along the im- 
pingement surface for conditions corresponding to the turbulence 
and velocity gradient measurements of the first paper. The rela- 
.tive effects of the velocity gradient, Reynolds number, and tur- 
bulence level on the stagnation point heat transfer are assessed 
through multivariate correlating techniques. 

Experimental Methods and Apparatus 
A schematic of the experimental apparatus used to obtain the 

heat transfer data is shown in Fig. 1. The system was designed 
to obtain nonintrusive measurements of the local convection co- 
efficient through knowledge of the surface heat flux (q"), free- 
stream fluid temperature (Tf), and local wall temperature (T~). 

The various nozzle types and flow manipulators were the same 
as those described in the first paper. The jet of water descended 
normal to a uniformly heated strip (Haynes Alloy 230) that was 
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35.7 mm wide, 260 mm long, and 0.775 mm thick. The plate 
was subjected to direct current, Joulean heating over 112 mm of 
its total length by a power supply with peak output of 15 kW 
( 1500 A at 10 V). The nozzle-to-surface spacing (H) was varied 
within the range of 2 ~ H/w,, ~ 30. The jet (free-stream) tem- 
perature was measured with a thermocouple mounted in a plenum 
chamber that preceded the nozzle entrance and was held constant 
at 25°C for all experiments. The average jet velocity ( ~ )  
and width (w/) were based on conditions at the nozzle exit 
(V, and w,) but were corrected for gravitational acceleration by 
expressions of the form 

where 

= (~2  + 2gH)t/2 (2) 

wj = w,[V, /V 3 (3) 

G = Q / A .  (4) 

The wall temperature (Tw) and heat flux (q") distributions on 
the upper (wet) surface of the plate were not measured directly 
but were obtained from the solution of the steady-state energy 
equation within the solid. The solution requires knowledge of the 
boundary conditions and the amount of energy generated within 
the plate from Joulean heating. 

The boundary condition at the lower (dry) face of the plate 
was obtained from temperatures measured by thermocouples in 
contact with the surface (Tin) and located along the direction of 
flow (x coordinate). Fibrous insulation encapsulated the ther- 
mocouples, furnishing a near-adiabatic surface as an additional 
boundary condition at the same face. Measurement of the voltage 
difference across the plate, coupled with the geometry and elec- 
trical resistivity, provides sufficient information to infer the local 
volumetric heating. 

The instrumentation located on the dry side of the heater's 
midtine consisted of 22 in-line thermocouples that were flanked 
on both ends by the positive and negative leads of the voltage 
probe. Each thermocouple (chromel-alumel of diameter 0.127 
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mm) and voltage lead (copper of diameter 0.127 mm) were 
welded to the heater surface to ensure intimate contact. Each of 
the electrically insulated leads from a particular thermocouple 
departed from the bead in the spanwise direction and was epoxied 
to the surface to provide structural support and to inhibit heat 
losses along the wire. The spacing between each thermocouple 
was approximately 4.9 mm but varied slightly due to the limited 
tolerances associated with welding. The precise locations of the 
thermocouples and voltage probes were determined after com- 
pletion of the welding process by viewing the dry side of the 
heater under a toolmaker's microscope and recording the respec- 
tive positions. Experiments performed on this apparatus by Vader 
et al. (1991a) with thermocouples offset from the heater center- 
line have verified that the temperature gradient normal to the 
rnidline is small. 

The use of thermocouples that were welded to the heater sur- 
face is in contrast with the technique employed in previous in- 
vestigations by the authors (Vader et al., 1991a, 1991b; Wolf et 
al., 1990), which utilized an approach whereby the thermocou- 
pies were spring-loaded against the heater surface, but not 
welded. This approach of using spring-loaded thermocouples was 
abandoned due to problems associated with achieving good and 
consistent thermal contact between each thermocouple and the 
heater surface. These problems were overcome by moving to a 
welding technique, for which the intimate thermal contact be- 
tween the heater surface and the thermocouple was certain. 

The only problem associated with welding thermocouples to 
a current-carrying body is that the measured EMF (Era) will con- 
sist of two parts: the thermal EMF (E,), which is a function of 
the temperature difference between the surface and reference 
junction, and an Ohmic EMF (Eo),  which occurs because the 
two wires comprising the thermocouple junction are not at the 
same electrical potential on the heater. It can be shown [ see Wolf 
( 1993)] that, for a particular heated length and a particular ther- 
mocouple, the Ohmic EMF is constant if the total applied voltage 
(Er)  is constant, which will be the case for all of the results 
presented here. What is needed is a technique by which to mea- 
sure the Ohmic EMF. 

Although two different techniques for determining Eo were 
identified (Dutton and Lee, 1959; Davenport et al., 1962), this 
investigation adopted another approach where, for a fixed ther- 
mal EMF (E,), and total EMF (Er) ,  the polarity of the total EMF 
would be changed such that the absolute value of the Ohmic EMF 
would be constant but the sign would vary in accordance with 
the polarity. The thermal EMF was held constant simply by cool- 
ing the heater with the impinging jet. The choice of jet parameters 
(i.e., nozzle type, Reynolds number, separation distance, water 
temperature) was not important, provided they were held con- 
stant. For one choice of polarity, the measured EMF (E~ -)) 
would be below the thermal EMF (E,) by an amount equal to the 
Ohmic EMF (Eo) for that thermocouple, i.e., 

E~ -) = E, - Eo (5) 

For the opposite polarity, the measured EMF (E~ +)) would be 
above E, by an amount equal to Eo for that thermocouple, i.e., 

N o m e n c l a t u r e  

A n 

C =  

dn ~- 

E =  
Era= 
E,=  

Eo=  
ET= 

g 
G =  

h = 

H = 

Hw 

k~= 

Nua = 

nozle discharge area Nu~ = 
free-stream velocity gradient 
along_ the impingement surface (Nuj)o = 
= d U J d x  
diameter of a circular nozzle 
wire diameter Pr = 
electromotive force (EMF) q" = 
measured thermocouple EMF Q = 
thermal thermocouple EMF Re,. = 
Ohmic thermocouple EMF 
total EMF applied to the heater Rea = 
between the voltage probes Re~ = 
gravitational acceleration Re, = 
dimensionless free-stream veloc- Rex = 
ity gradient = Cwj /~  
local convection heat transfer co- S = 
efficient = q"l(Tw - T:) T: = 
distance between the nozzle dis- T i l l  m . ~  

charge and the impingement sur- Tm = 
face 
distance between the wire grid 
and the impingement surface Tw = 
thermal conductivity of the liq- 
uid 
stagnation point Nusselt number 
= h(O)dJk: 

stagnation point Nusselt num- 
ber = h(O)wflk r 
stagnation point Nusselt num- 
ber based on laminar, analyti- tL 0, ff = 
cal solution 
Prandtl number U, V, W = 
surface heat flux 
volume flow rate /0~ = 
critical Reynolds number = 

= 

Reynolds number = Vnd, lv 
Reynolds number = ~wfl~ V, = 
Reynolds number = Vnw,/v 
critical Reynolds number = wj = 
O n . I v  w. = 
grid-wire spacing x, y, z = 
liquid temperature 
film temperature = (Tw + TI)/2 
local measured temperature on 
the dry side of the heated sur- 
face 
local temperature on the wet 
side of the heated surface 

u', v', w' = root-mean-square (rms) fluc- 
tuating components of ve- 
locity 
turbulence intensity = u'/U, 
v'/ff, w ' /W 
mean components of veloc- 
ity 
mean inviscid velocity along 
the impingement surface 
mass-averaged jet impinge- 
ment velocity 
mass-averaged jet velocity at 
the nozzle discharge 
jet width 
nozzle width 
orthogonal coordinate direc- 
tions with origin at the cen- 
ter of the nozzle outlet 

x, = value of x for incipient 
boundary layer turbulence 

AL = distance between thermocou- 
pie leads at the thermocou- 
ple bead 

u = kinematic viscosity 

96 / Vol. 117, FEBRUARY 1995 Transact ions  of the  A S M E  

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E~, +) = E, + Eo (6) 

By taking the difference of Eqs. (5) and (6), the Ohmic EMF is 
given by 

Eo = (E~, +) - E~,-))/2 (7) 

This expression provides a means to measure the Ohmic EMF 
Eo for each thermocouple for a given Er. 

The results reported here were obtained at a single heat flux 
of 0.5 MW/m 2, which corresponds to a total applied voltage Er 
of 3.2 V. Equation (7) was evaluated for each thermocouple at 
this fixed value of Er. The actual values used for Eo were the 
average of ten independent measurements for each thermocouple. 
The magnitude of the Ohmic EMF varied significantly (0.044 -< 
Eo ~- 2.0 mV, which corresponds to temperatures in the range 
of 1.1 - 50°C) from thermocouple to thermocouple due to dif- 
ferences in the distance ~xL between thermocouple lead wires at 
the bead that arose during the welding process ( 1.5 <- AL -< 70 
/zm). However, the maximum variation in any given value of Eo 
throughout these ten measurements never exceeded ± 0.010 mV, 
which corresponds to an associated maximum uncertainty in the 
temperature as a result of this correction of _+0.25°C. 

The analysis of uncertainties associated with the heat transfer 
measurements, as well as the turbulence and velocity gradient 
measurements of the prior study, has been performed in accor- 
dance with the method suggested by Kline and McClintock 
(1953) and Moffat (1988), and details are provided elsewhere 
(Wolf, 1993). The overall uncertainties are based on the root- 
sum-square of the precision and bias limits and are: convection 
coefficient (hi ,  _+7 percent; average jet velocity (Vj), _+2 per- 
cent; jet width (wj), _+2 percent; Nusselt number (Nuj), _+7 per- 
cent; Reynolds number (Rej), _+3 percent. Repeatability of the 
convection coefficient was commonly achieved to within _+5 per- 
cent, which is within the precision limit for that quantity. 

Experimental Results 

Local Heat Transfer. Heat transfer measurements along the 
impingement surface are reported in terms of the local convection 
coefficient h(x)  defined as 

q,, 
h(x)  - (8) 

Tw(x) - T/ 

where q" is the surface heat flux, Tw is the local wall temperature, 
and T/is the jet temperature. Distributions are provided as a func- 
tion of the Reynolds number (Re, = 23,000 and 46,000), nozzle 
exit condition (open, 30-mesh screen, 40-mesh screen, wire grid, 
and converging), and nozzle-to-surface sPacing (2 --< H / w ,  -< 
30). The jet temperature T~ and surface heat flux q" were held 
constant at 25°C and 0.5 MW/m 2, respectively, for all the ex- 
periments. The spatial coordinate along the impingement surface 
x is nondimensionalized by the jet width %. This width is more 
appropriate than the nozzle width w, because it represents the 
local length scale at impingement. 

Figures 2(a)  and 2(b) show typical distributions of the sur- 
face temperature and convection coefficient for both the low and 
high Reynolds numbers at a nozzle-to-surface spacing of 2w,,. 
Shown schematically at the top of Fig. 2(a)  is the jet configu- 
ration, which is scaled to correspond to the dimensions on the 
abscissa. Because the surface heat flux q" is a constant, the dis- 
tributions of the surface temperature difference (Tw - Tj) and 
the convection coefficient (hi are mirror images of one another 
[see Eq. (8)]. The symbols ([~, ©, etc.) shown in this figure and 
all of the spatial distributions in this paper represent the x loca- 
tions corresponding to the thermocouples on the dry side of the 
heater. 

For a fixed Reynolds number, the boundary layer conditions 
govern the shape of the respective distributions shown in Fig. 2. 
Consider the results of the larger Reynolds number. At the stag- 
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Fig. 2 Distributions of (a) surface temperature and (b) convection coef- 
ficient as a function of the Reynolds number at H/wn = 2. The arrows 
designated by onset and completion indicate the approximate locations 
of the onset and completion of the transition from a laminar to a turbulent 
boundary layer. 

nation point (x /wj  = 0), the thermal and hydrodynamic bound- 
ary layer thicknesses are characterized by minima and the surface 
temperature is a minimum. As the flow is accelerated down- 
stream, the laminar boundary layer thicknesses increase, thereby 
increasing the thermal resistance between the wall and low-tem- 
perature, free-stream fluid. Hence, the heat transfer coefficient 
and surface temperature decrease and increase, respectively. The 
boundary layers near the stagnation point are laminar, despite a 
turbulent, impinging flow. This behavior is characteristic of flows 
accelerating from a stagnation point due to a favorable pressure 
gradient. The favorable pressure gradient is effective in damping 
boundary layer instabilities that may be initiated by the free- 
stream flow and therefore in delaying the transition to turbulence. 

Eventually, the pressure gradient approaches zero and the local 
Reynolds number (=O~x/u )  becomes large enough to permit 
amplification of boundary layer instabilities and transition to tur- 
bulence. At the onset of transition, low-temperature liquid from 
the free stream is mixed within the boundary layer, inducing a 
local drop in the surface temperature. Farther downstream, the 
transition to turbulence is completed, and the turbulent boundary 
layer continues its growth, resulting in a second increase in the 
surface temperature. All of this is consistent with prior investi- 
gations (Zumbrunnen et al., 1989; Wolf et al., 1990; Vader et 
al., 1991b). 

The main objective of this investigation was to establish a 
relationship between the jet turbulence level, velocity gradient at 
the stagnation line, and the local convection coefficient along the 
impingement surface. The distributions of the convection coef- 
ficient that follow are presented for 20 of the 70 elements of the 
test matrix (2 Reynolds numbers × 5 nozzle-exit conditions × 
2 of 7 nozzle-to-surface spacings). Results for each of the five 
nozzle exit conditions are plotted in a particular figure for a given 
Reynolds number and nozzle-to-surface spacing. The two nozzle- 
to-surface spacings for which results are presented are at the ex- 
tremes of the matrix (i.e., H / w ,  = 2 and 30) but provide a rep- 
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Fig. 5 Effect of nozzle-exit conditiqn on the local convection coefficient 
for Re. = 4 6 , 0 0 0  a n d  H/w.  = 2 

resentative picture of the overall effects of H/w,. Distributions 
for the five intermediate spacings are provided by Wolf (1993). 

Figures 3 and 4 show the local convection coefficient at Re, 
= 23,000 for the separation distances of 2w, and 30w., and Figs. 
5 and 6 show the local convection coefficient for Re, = 46,000 
at the same two separation distances. In the legends of each fig- 
ure, the centerline turbulence intensity 0 and dimensionless stag- 
nation line velocity gradient G, as presented by Wolf et al. 
(1995), are listed for the streamwise location in the jet corre- 
sponding to the prescribed value of H/w,. Below the tabulated 
values for 0 and G are the respective percentages by which the 
largest tabulated value of the quantity exceeds the smallest tab- 
ulated value. On the left-hand side of each figure, the percentage 
by which the largest convection coefficient exceeds the smallest 
convection coefficient at the stagnation point is presented. These 
results provide an approximate indication of the effects of tur- 
bulence level and velocity gradient on the convection coefficient 
at the stagnation point. 

Common to all of the results is the monotonic trend of increas- 
ing h(0) with increasing 0, independent of G. Although a quan- 
titative relationship between these parameters will be developed 
in the following section, one can qualitatively see from Figs. 3 -  
6 that substantial variations in the turbulence level (for example, 
167 percent for the results shown in Fig. 3) correspond to rela- 
tively moderate differences in the convection coefficient at the 
stagnation point (39 percent for Fig. 3 ). Moreover, the variations 
in the turbulence intensity, velocity gradient, and local convec- 

tion coefficient generally decrease with increasing nozzle-to-sur- 
face spacing. The range of turbulence intensities among the var- 
ious exit conditions was shown in Figs. 8 and 9 of the first paper 
as a function of the streamwise distance from the nozzle dis- 
charge. The results indicated that jet turbulence levels, although 
vastly different near the mouth of the nozzle, ultimately decayed 
to a level of 1 to 2 percent after a distance 30w, from the nozzle 
exit, independent of the Reynolds number and exit condition. 
These small variations in the turbulence level and velocity gra- 
dient (for example, 24 and 14 percent, respectively, for the re- 
sults shown in Fig. 4) result in correspondingly small variations 
in the convection coefficient at the stagnation point ( 10 percent 
for Fig. 4). 

Note that, for a fixed Reynolds number, the effect of separation 
distance on the stagnation line convection coefficient is small 
(compare Figs. 3 and 4 for Re, = 23,000 and Figs. 5 and 6 for 
Re, = 46,000), despite declines in both the turbulence intensity 
and velocity gradient with decreasing nozzle-to-surface spacing. 
In fact, the low Reynolds number results given in Figs. 3 and 4 
show a slight increase in convection coefficient for increasing H~ 
w,. This apparent anomaly is driven by the influence of the jet 
width on the convection coefficient. As the correlation of these 
results will show, h ~ wf ~ . The jet width wj declines with in- 
creasing separation distance due to gravitational acceleration [ see 
Eq. (3)].  

Consider now the effect of the jet turbulence level on the con- 
vection coefficient distribution downstream of the stagnation 
point. For virtually all of the test conditions, these distributions 
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exhibited the same trend with respect to ~ as at the stagnation 
point, namely, the higher the jet turbulence level, the greater the 
convective heat transfer along the surface. In fact, at some lo- 
cations, differences between the low and high convection coef- 
ficients exceeded those at the stagnation point. This behavior is 
most evident for the higher Reynolds number results (see Fig. 5 
at x/wj ~ 6, for example). 

These larger differences in the convection coefficient down- 
stream of the stagnation point are mainly the result of different 
locations for the onset of turbulence within the boundary layer. 
Consider Fig. 5, for example, which provides distributions for 
the high Reynolds number at the smallest nozzle-to-surface spac- 
ing (2w,). The high-turbulence jet corresponds to the wire grid. 
The onset of transition (as indicated by a local minimum in h) 
for this jet occurs at approximately 2wj and, completion of the 
transition (as indicated by a local maximum in h) occurs at 
roughly 6wj. The onset of transition induces mixing within the 
boundary layer such that cooler fluid from the free stream is 
transported to the surface, thereby locally increasing the heat 
transfer rate. In contrast, for the low-turbulence jet corresponding 
to the converging nozzle, the transition to a turbulent boundary 
layer is initiated at approximately 5wj and is not completed 
within the limits of the measurement domain (10wj). 

For virtually all the test conditions, the onset of transition to 
turbulence occurs at locations closer to the stagnation point as 
the level of jet turbulence rises. The transition from a laminar to 
turbulent flow may be expressed in terms of a local Reynolds 
number 

Re,. = ~x,. (9) 
v 

where Re, is the critical Reynolds number indicating the onset 
of transition, ~ is the average jet velocity, x, is the distance from 
the stagnation point corresponding to the first minimum in the 
convection coefficient, and u is the kinematic viscosity evaluated 
at the local film temperature [equal to the average of the jet tem- 
perature Ty and the local surface temperature Tw(x)]. This defi- 
nition of the local Reynolds number is approximate in that it 
assumes ~ to be equal to the local free-stream velocity 0~. For 
all the data presented, the onset to transition occurred at locations 
where x/wj >- 2.3: Measurements of the free-stream velocity, 
similar to those presented in Fig. 10 of the first paper but for 
larger x/wj, indicate that the velocity is very nearly equal to the 
jet velocity at these streamwise distances; hence, Re,. should be 
a good estimate of the local Reynolds number. 

Figure 7 shows the critical Reynolds number as a function of 
the turbulence intensity for 68 of the 70 test cases [no onset to 
transition occurred within 0 -< x/wj <<- 10 for the wire grid at Re, 
= 23,000 and H/w,  = 2 (Fig. 3) or for the 40-mesh screen at 
Re, = 23,000 and H/w, = 10 (not shown)]. The data clearly 
indicate that the critical Reynolds number declines with increas- 
ing jet turbulence, or, for a fixed average jet velocity, the onset 
to turbulence occurs closer to the stagnation point with increasing 
~. These trends have been reported by others for flows with (Dri- 
est and Blumer, 1963) and without pressure gradients (Gazley, 
1953). 

Specifically, Driest and Blumer developed a semi-empirical 
relation for the local Reynolds number at transition as a function 
o f  the free-stream turbulence intensity and pressure gradient. 
They adapted their model to account for the wedge-type laminar 
flows analyzed by Falkner and Skan ( 1931 ). For a wedge angle 
equal to 7r, flow conditions are similar to those in the stagnation 
region of an impinging jet, and Driest and Blumer arrived at a 
relationship that predicted decreasing critical Reynolds number 
with increasing free-stream turbulence intensity a. However, di- 
rect comparison with the results of Fig. 7 is precluded, since the 
turbulence intensity outside the boundary layer a is unknown for 
this investigation. 

Finally, note that for the high-Reynolds-number results (Figs. 
5 and 6), all the convection coefficient distributions collapse to 
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Fig. 7 Effect of turbulence intensity at the jet centerline upon impinge- 
ment on the critical Reynolds number 

a single curve after the transition to turbulence is complete. This 
trend is independent of the nozzle configuration and the nozzle- 
to-surface spacing. This behavior is not evident at the lower 
Reynolds number (or for the converging nozzle at the higher 
Reynolds number), since the transition to turbulence is never 
completed within the measurement domain. 

The velocimetry measurements reported in the first paper in- 
dicated that the influence of the wire grid on the flow field be- 
came negligible within the first two nozzle widths after ejection. 
This result was implicitly supported by the heat transfer mea- 
surements, which showed the wire grid to perform best, albeit 
marginally, at the nozzle-to-surface spacing of 2w, (see Figs. 3 
and 5). One reason that the effects of the wire grid were not 
sustained for a longer distance from the nozzle discharge was 
because the wires were positioned 12.7 mm (25 wire diameters) 
upstream of the exit; hence, significant decay occurred prior to 
ejection. The wires were positioned within the nozzle to avoid 
air entrainment at the free interface, which would have made the 
turbulence measurements unachievable. 

One final set of experiments was conducted with the wire grid 
positioned close to the impingement surface, but detached from 
the nozzle, thereby avoiding significant decay of the vorticity. 
However, accompanying turbulence measurements downstream 
of the grid could not be obtained because of air entrainment. 
Figure 8 shows the two arrangements of the wire grid (in-line 
and staggered) relative to the heater centerline. The wires were 
oriented parallel to the post-impingement flow direction, which 
is normal to the plane of the diagram in Fig. 8. 

Figures 9 and 10 show the convection coefficient distributions 
as a function of the wire-to-surface spacing for the low and high 
Reynolds numbers, respectively. In both cases, the nozzle-to-sur- 
face spacing is 10w,. The benchmark results provided for the 
open nozzle and the wire grid also correspond to a separation 
distance of 10w,,. All results for the detached wire grid indicate 
enhanced heat transfer over the benchmark conditions in the stag- 
nation region, as well as at most downstream locations. At the 
low Reynolds number, enhancements over the open-nozzle con- 
dition range from 6 to 32 percent, while at the high Reynolds 
number, enhancements range from 19 to 36 percent. 

The effects of the wire grid arrangement (in-line or staggered) 
and wire-to-surface spacing on the convection coefficient in the 
stagnation region appear to depend on the Reynolds number. For 
example, the low-Reynolds-number results indicate that the stag- 
nation point heat transfer increases monotonically with decreas- 
ing wire-to-surface spacing and is largest for the staggered ar- 
rangement. The maximum variation in h(0) among these con- 
ditions is approximately 25 percent. In contrast, the high 
Reynolds number results have a maximum variation in h(0) of 
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less than 15 percent. Moreover, the trends observed at the low 
Reynolds number, namely that of increasing h(0)  with decreas- 
ing Hw and of the staggered arrangement outperforming the in- 
line case, are not consistently exhibited at the high Reynolds 
number. Initial concerns that this lack of consistency was the 
result of random measurement error were dispelled by a complete 
set of repeatability measurements that closely matched the data 
of Figs. 9 and 10. 

The local convection coefficient for the low Reynolds number 
is invariant with respect to grid arrangement and wire-to-surface 
spacing at locations downstream of the stagnation point (x/wj ,~ 
2). The same spatial region for the high Reynolds number data 
show a slight, but monotonic, variation of increasing convection 
coefficient with decreasing Hw. This trend was also evident in 
the repeatability results. 

Independent of Reynolds number, all the distributions decline 
monotonically with increasing distance from the stagnation point. 
This behavior is in contrast to virtually all the distributions pre- 
sented heretofore, which exhibited local minima and maxima in 
response to the onset and completion, respectively, of boundary- 
layer transition to turbulence. It may, therefore, be concluded 
that, over the region 0 -< x/w, ~- 10, the boundary layer has not 
undergone transition; hence, it is either laminar or turbulent 
throughout. Since experimental limitations precluded auxiliary 
testing to explicitly reveal the state of the boundary layer, iden- 
tification of a laminar boundary layer from the data of Figs. 3 -  
6 was implicitly based on transition phenomena. However, sim- 
ilar inferences cannot be made from the results of Figs. 9 and 10. 

C o r r e l a t i o n  of  Data .  The Nusselt number at the stagnation 
point is defined as 
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Fig. 9 Effect of the wire grid arrangement and wire-to-surface spacing 
on the local convection coefficient for Re. = 23,000 and H/w, = 10 

h(O)wj 
N~ - - -  (10) 

where h(0)  is the convection coefficient at x/wj = 0, w: is the 
jet width, and k z is the thermal conductivity of the fluid evaluated 
at the film temperature, [T~jm = ½ (T~(0) + Tf)]. It is correlated 
in terms of the jet Reynolds number Rej, which is defined as 

~Wj 
R~ = (11) 

where ~ is the average jet velocity prescribed by Eq. (2) and u 
is the kinematic viscosity of the fluid evaluated at the film tem- 
perature. Since mass conservation requires that 17.w. = ~wj and 
the viscosity used to compute the nozzle Reynolds number Re. 
(=V.w./u) is evaluated at the temperature of the nozzle dis- 
charge, Ty, the only difference between Rej and Re. is the tem- 
perature at which the kinematic viscosity u is evaluated. For the 
nozzle Reynolds numbers of 23,000 and 46,000, the correspond- 
ing jet Reynolds numbers were, on the average, 30,800 and 
58,100, respectively (slight variations in these values resulted 
from different values of Tw(0)). As indicated previously, Rej is 
more representative of hydrodynamic conditions at impingement. 

Values for the dimensionless velocity gradient G and the tur- 
bulence intensity ~ used in the correlation were the same as those 
given in Figs, 8 -10  of the first paper. The Prandtl number Pr 
was evaluated at the stagnation point film temperature and was 
nearly constant for all of the measurements (4.03 -< Pr -< 4.86), 
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thereby preventing correlation of its functional relationship to 
NUi. Hence, an exponent of 0.4 was assigned to maintain con- 
sistency with other correlations (0.33-0.42) for jet impingement 
(McMurray et al., 1966; Downs and James, 1987; Zumbrunnen 
et al., 1989; Vader et ai., 1991b). 

Correlations of the form NUi = f(Rei, Pr) have been proposed 
by many investigators (McMulrray et al., 1966; Metzger et al., 
1974; Zumbrunnen et al., 1989; Wolf et al., 1990; Vader et al., 
1991b) and was attempted as a first approach in this study. The 
least-squares fit of the 70 data from this investigation, albeit at 
only two Reynolds numbers, yielded the following relation: 

Nuj = 0.202 Re °'62° Pr °'4 (12) 

which correlated all of the data to within +33 percent and had a 
95 percent confidence interval of +26 percent (i.e., 19 out of 20 
data lie within an interval of +26 percent of the correlation). 
Clearly, the two parameters (Re; and Pr) are, alone, insufficient 
to predict the stagnation point Nusselt number adequately. 

The second approach to correlating the data assumed that Nuj 
was directly proportional to each of the independent variables 
raised to some power, 

Nuj = C Rej"G"0 p Pr °'4 (13) 

However, one drawback to this approach is that, for 0 = 0, the 
correlation does not reduce to the limiting condition for laminar 
flow, which is of the form (Wolf et al., 1995) 

(Nuj)0 = 0.5706 I/2 Re)/2 pr0.375 (14) 

That is, a correlation in the form of Eq. ( 13 ) would indicate that 
the Nusselt number is zero for a laminar jet, which is clearly 
unrealistic. The merit of using Eq. (13), however, is that it pro- 
vides a simple means of assessing the relative contributions of 
each independent variable through the magnitudes of the expo- 
nents. 

When it is assumed that Nuj = f(Rej, G, Pr, ~), the following 
correlation results from a multivariate, least-squares fit of the 
data: 

Nuj = 0.849 Re75846°36°00263 Pr °'4 (15) 

This expression correlated all 70 of the data to within ~ 10 per- 
cent, had a 95 percent confidence interval of _+7.3 percent, and 
is based on data within the ranges 29,900 -< Rej -< 61,200, 0.79 
--< G ~ 1.13, and 0.0116 ~ 0 --< 0.0547. The correlation and data 
are shown in Fig. 11. 

Of the three independent parameters correlated (Rej, G, and 
~), the range of the dimensionless velocity gradient G is rela- 
tively narrow (a factor of 1.4 between smallest and largest val- 
ues) when compared to either the Reynolds number (a factor of 
2.0) or the turbulence intensity (a factor of 4.7). For this reason, 
the dependence of Nuj on 6 0.360 is presented with some reser- 
vation. Alternatively, if the dependence of G 1/2 that resulted from 
the laminar, analytical solution is forced, the resulting correlation 
is 

Nuj = 0.839 Re7 TM 61/230.246 Pr °'4 (16) 

which correlates all of the data to within _+ 11 percent and has a 
95 percent confidence interval of +_7.6 percent. In comparison to 
Eq. (15), neither the exponents nor the quality of the fit have 
changed significantly by forcing the G dependence, which lends 
support to the argument that its range is probably too small to 
determine its influence on Nuj accurately. 

The dependence of the Nusselt number on the turbulence in- 
tensity is approximately Nuj ~ 0 °25, independent of whether Eq. 
(15) or (16) is considered. This relationship reveals that an in- 
crease in the jet turbulence level by a factor of two will increase 
the stagnation point heat transfer by only 19 percent. From the 
viewpoint of commercial applications, this enhancement would 
likely be too small to warrant the additional requirements asso- 
ciated with use of turbulence-augmenting schemes (increased 
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Fig. 11 Correlation of stagnation point Nusselt number assuming that 
Nuj = f(Re/, G, Pr, ~) 

pressure drop and maintenance of the manipulators, as well as 
close nozzle-to-surface spacings to minimize the effects of vis- 
cous decay). 

In contrast to the measurements of Stevens et al. (1992) and 
Pan et al. (1992), which were obtained for circular free-surface 
jets and used a pseudo-radial turbulence intensity (ratio of the 
radial rms fluctuating velocity to the mass-averaged jet velocity) 
as the figure-of-merit, this investigation uses the streamwise in- 
tensity 0 to characterize the contribution of turbulence to im- 
pingement heat transfer. This quantity was measured at a distance 
from the nozzle discharge that would correspond to the nozzle- 
to-surface spacing but in the absence of an impingement surface. 
Therefore, in contrast to the work of Stevens et al. (1992) and 
Pan et al. (1992), which involved turbulence measurements with 
an impinging surface, any influence that impingement would 
have on the jet turbulence level is not represented in the data of 
this study. 

The correlation proposed by Pan et al. (1992) is of the form 
/ u ' \-°'°22 

Re°53 G 0 ' 6 3 t - |  (17) Nu,, = 1.115 a \ V . )  

where Nu,l is the stagnation point Nusselt number based on the 
nozzle diameter d,, Red is the Reynolds number based on V. and 
d,, G is the dimensionless radial velocity gradient at the stag- 
nation point, and u '  is the radial rms fluctuating velocity. The 
functional relationships depicted in this expression differ from 
those given by Eq. (15). Most notably, the correlation indicates 
virtually no dependence of the stagnation point Nusselt number 
on the turbulence level, at least as gaged by the radial component. 
This apparent disagreement may be the result of either ( 1 ) the 
different components of the fluctuating velocity that were used 
to correlate the data, or (2) the fact that turbulence measurements 
were, in one case, made in the presence of an impingement sur- 
face and, in the other, with a nonimpinging jet. 

The literature addressing heat transfer in the stagnation zone 
of a bluff body (cylinder, sphere, airfoil, etc.) typically attributes 
the enhancement to vortex amplification induced by the accel- 
erating flow along the surface of the body. This mechanism was 
first postulated by Sutera et al. (1963) and has been experimen- 
tally substantiated by others (Sadeh and Brauer, 1980, 1981; 
VanFossen and Simoneau, 1987). One of the consequences of 
vortex amplification is that the rms fluctuating velocity in the 
direction of the impinging flow (i.e., normal to the bluff body) 
increases considerably within some small distance of the surface 
(on the order of boundary layer thicknesses) prior to impact 
(Tran and Taulbee, 1989; Sadeh and Brauer, 1981; Sadeh and 
Sullivan, 1980; Sadeh et al., 1970). Hence, the turbulence data 
of this report represent the pre-impingement flow and are not 
necessarily of the same magnitude as experienced at the edge of 
the boundary layer on the surface. 
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Tran and Taulbee (1989) have numerically shown that the rms 
fluctuating velocity normal to the impinging flow (i.e., parallel 
to the surface of the bluff body) changes only slightly as the flow 
approaches the surface. For the coordinate system of this study, 
the implication is that the v component of the fluctuating velocity 
would experience a significant enhancement, while the u com- 
ponent measured by Stevens et al. (1992) would not. As indi- 
cated by Pan et al. (1992), the v component of the rms fluctuating 
velocity may therefore be the more appropriate figure-of-merit. 
This argument is only valid if one assumes that the vortex am- 
plification mechanism, which is responsible for heat transfer en- 
hancement at the stagnation point of a bluff body, is also appli- 
cable to circular and planar, free-surface jets. 

Yet another approach to correlation of the stagnation point 
Nusselt number is one in which the limiting condition for the 
Nusselt number of a laminar jet (~ = 0) is forced to comply with 
the laminar, analytical solution of Eq. (14). One such formula- 
tion that has a phenomenological basis was developed by Smith 
and Kuethe (1966) for heat transfer at the stagnation point of a 
cylinder. They invoked the boundary layer equations for incom- 
pressible flow near the stagnation point but modified the diffusion 
terms by including equivalent eddy momentum and thermal dif- 
fusivities to account for turbulence. The eddy diffusivities were 
assumed to be proportional to the free-stream turbulence and to 
distance from the wall, and using a similarity transformation to 
solve the conservation equations, the following expression was 
obtained for the Nusselt number: 

Nu 
- 1 + f ( ~ R e  1/2) (18) 

(Nu)o 

This relationship satisfies the limiting condition in that it defaults 
to the laminar result (Nu)o when ~ = 0. Numerous subsequent 
investigations involving stagnation point heat transfer (Kestin 
and Wood, 1971; Lowery and Vachon, 1975; Hoogendoorn, 
1977; Hargrave et al., 1985; Mehendale et al., 1990) adopted this 
relationship and, for simplicity, assumed the function f to be a 
polynomial. 

Figure 12 shows the results of this investigation plotted in 
accordance with the format suggested by Eq. (18). Also plotted 
is the following least-squares, polynomial fit of the data: 

Nuj -1 + 10.2(v Re)'2~ [ ~ Re) 12\ 2 
(Nuj)o \ ~ /  - 30.3 ~ - - ~ - - )  (19) 

where (Nuj)0 is given by Eq. (14). This expression correlated 
all of the data to within ± 13 percent, had a 95 percent confidence 
interval of ±8.0 percent, and is based on data within the ranges 
154 -< (Nu~)0 -< 261 and 2 -< ~ Re)/2 -< 13. 

Despite the fact that this correlation satisfies the limiting con- 
dition and collapses most of the data to within 10 percent, it has 
its shortcomings. Phenomenologically, this expression is only 
valid for a turbulent boundary layer. Recall that its origin was 
based on the boundary layer equations, where the turbulent trans- 
port of momentum and heat was incorporated into the diffusion 
terms. The evidence is clear, however, that the boundary layer at 
the stagnation point of a bluff body is laminar. Turbulence in the 
free stream is known to induce a three dimensionality to what 
would otherwise he a two-dimensional, laminar boundary layer. 
It is the laminar, three-dimensional effects that are believed to 
augment heat transfer, not a turbulent boundary layer. Also, the 
polynomial fit in terms of the quantity ~ Re]/2 is a contrived 
function that, 'albeit convenient, has no physical significance to 
this problem. The results shown in Fig. 12 could have been cor- 
related with a variety of different functions, so long as the in- 
dependent variable in those functions was ~ Re)/2. 

Figure 12 also shows the correlation developed by Hoogen- 
doom (1977) for a circular, impinging jet of air. The large dif- 
ference in turbulence-induced enhancements between the present 
results and those of Hoogendoorn are apparent. Although the 
differences in jet geometry (planar versus circular) and ambient 
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Fig. 12 Correlation of stagnation point Nusselt number relative to the 
laminar, analytically derived Nusselt number 

surroundings (free-surface versus submerged) could be expected 
to yield some disparity in the correlated results, the large mag- 
nitude of the disagreement shown in Fig. 12 seems too large to 
be reconciled by such factors. Rather, this lack of agreement may 
imply that the format ofEq. (18) is not universal to all impinging 
flows. 

Summary 
Local heat transfer results have been reported for a uniformly 

heated surface subjected to an impinging, free-surface jet of wa- 
ter. The hydrodynamics of the jet were altered by using either a 
parallel-plate or converging nozzle in conjunction with a wire 
grid or screen positioned at the nozzle discharge. Despite stream- 
wise turbulence intensities within the jet that differed by as much 
as 345 percent, the influence on the stagnation point convection 
coefficient was limited to enhancements of less than 44 percent. 
Correlation of a 70-point test matrix, spanning nearly a factor of 
five in the jet 's turbulence intensity, yielded approximately a one- 
quarter power dependence of the stagnation point convection co- 
efficient on the turbulence intensity. The level of jet turbulence 
was also shown to influence the transition from a laminar to tur- 
bulent boundary layer in the post-impingement flow. The local 
Reynolds number at the onset of boundary layer transition de- 
clined monotonically with increasing levels of jet turbulence. 
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Mechanisms of Heat Transfer 
Enhancement of Gas-Solid 
Fluidized Bed: 
Estimation of Direct Contact 
Heat Exchange From Heat 
Transfer Surface to Fluidized 
Particles Using an Optical 
Visualization Technique 
This paper deals with mechanisms of heat transfer in a gas-solid fluidized bed. Heat 
transfer due to heat exchange by direct contact from a heat transfer tube immersed in 
the bed to fluidized particles was studied by means of visualization of contact of the 
fluidized particles to the heat transfer surface. The results show that the duration of 
contact of fluidized particles was almost uniform over the tube circumference and was 
hardly affected by the flow rate of fluidizing gas. On the other hand, the contact fre- 
quency between the particles and heat transfer tube was evidently influenced by the gas 
flow rate and particle diameter, as well as the location on the tube circumference. Using 
the visualized results, the amount of heat conducted to fluidized particles during the 
contact was estimated. This result showed that unsteady heat conduction to the fluidized 
particles plays an important role in the heat transfer, especially at the condition of 
incipient fluidization. 

Introduction 

1 Modeling of Heat Transfer in Gas Fluidizing Bed. It is 
well known that fluidized beds have an excellent heat transfer 
performance. Many applications of fluidized beds involve heat 
transfer to or from immersed tubes and tube bundles. The rate of 
heat transfer between a fluidized bed and a tube depends upon a 
number of factors, including the properties of the bed material, 
bed and tube geometries, and the fluidization state. Measure- 
ments of heat transfer between fluidized beds and immersed tubes 
have been performed by many investigators, and many correla- 
tions are reported in the literature. 

A number of researchers have arrived at semi-empirical rela- 
tions for the heat transfer coefficient of the tubes immersed in 
fluidized beds. The models that have been proposed in cases 
where the contribution due to radiation is insignificant are clas- 
sified into four groups: 

1 Film Model (for example, Heerden et al., 1953): In this 
model, a fuid film is considered adjacent to the heat transfer 
surface. The fluid film constitutes the principal thermal resistance 
to heat transfer, and the fluidized particles scour away the limit- 
ing film and increase heat transfer. 

2 Packet Model (Mickley and Fairbanks, 1960): This model 
treats the fluid-solid medium (packet or emulsion) that comes 
into contact with the heat transfer surface as homogeneous, and 
assigns it the average thermal properties of the bed at incipient 
fluidization. The packet model utilizes an unsteady-state ap- 
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proach and is based on the "surface renewal" concept that ac- 
counts for particle convective transport. 

3 Single-Particle Model (Botterill and Williams, 1963): 
This model recognizes the heterogeneity of the fluidized media 
and considers transient conduction between the heat transfer sur- 
face and a contacting spherical particle immersed in fuid. In this 
model, however, long particle residence times, wherein the depth 
of heat penetration has exceeded one particle diameter, are as- 
sumed, and details of the contact behavior have not been studied. 

4 Gas Convection Model (Baskakov and Suprum, 1972): 
This model focuses on the importance of gas-convective heat 
transfer for fluidization of large particles or elevated pressure 
operation. 

Numerous empirical correlations for heat transfer coefficients 
have been proposed based upon the models described above. It 
is important to know the transient local contact characteristics 
between the fluidized particles and heat transfer surface so as to 
determine the propriety of the empirical correlations and their 
basic models. A few measurements of contact dynamics have 
been reported (Ozkayrak and Chen, 1978; Chandran and Chen, 
1982) and these reports showed the contact behavior between the 
"emulsion" of the fluidized particles and the heat transfer sur- 
face. In order to obtain a better understanding of the heat transfer 
mechanisms of fluidized beds, however, the results reported pre- 
viously are insufficient, because heat transfer between individual 
particles (as opposed to considerations of a bulk "emulsion" of 
fluidized particles) and the heat transfer surface cannot be ex- 
amined by using these results. 

2 Heat Transfer Through Particles Around the Heat 
Transfer Surface. Thermal energy transferred to the individual 
particles around a heat transfer surface finally diffuses into the 
fluidizing gas flow. From the microscopic view point, however, 
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Fig. 1 Classification of heat transfer to particles around the heat transfer 
surface 

the process of heat transfer through particles around heat transfer 
surface can be separated into the following three categories (see 
Fig. 1): 

(i)  Direct-Contact Heat Exchange: Thermal energy is di- 
rectly transferred to a particle, which is in contact with the heat 
transfer surface, through the contact area. After a certain contact 
duration, the particle moves apart from the heat transfer surface, 
so that the thermal energy diffuses into gas flow. 

(ii) Convection to the Particles Adjacent to Heat Transfer 
Surface: Thermal energy is indirectly transferred to particles 
traveling in the thermal boundary layer around heat transfer sur- 
face. The particles do not come in contact with the heat transfer 
surface. 

(iii) Fin Effect Due to Stagnant Particles: When particles 
stay on the heat transfer surface for a long duration, the penetra- 
tion length of heat exceeds the particle diameter. In this case, 
convective heat transfer at the particle surface is predominant. 
That is, the stagnant particles on the heat transfer surface act as 
an "extended surface." 

In the present study, the authors have measured contact dura- 
tion and frequency between individual particles and a heat trans- 
fer tube immersed in a fluidized bed employing an optical visu- 
alization technique. In this measurement, only the particles being 
in contact with a surface for a short period were counted. Thus 
the aforementioned direct-contact heat exchange from the heat 
transfer surface to the fluidized particles could be estimated by 
using the measured contact behavior. The relations between the 
direct contact heat exchange and measured heat transfer aug- 
mentations were also discussed. 
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Fig. 2 Experimental apparatus 

Experimental Apparatus 
1 Fluidized Bed. The measurements of the contact behav- 

ior and heat transfer augmentation were all performed in the same 
experimental (i.e., small scale) fluidized bed. Figure 2 is a sche- 
matic diagram of the experimental apparatus used in this study. 
The test bed was made with transparent PMMA resin plate, so 
as to observe the fluidizing state of particles in it. The cross sec- 
tion of the test bed is 100 mm × 300 mm and its height is 1000 
mm. At the bottom of the test bed, a distributor plate, which was 
a felt cloth sandwiched between two punched metal plates, was 
installed to support the particles. 

An air flow and spherical glass beads were used as the fluid- 
izing fluid flow and fluidized particles, respectively. In this study, 
glass beads of three different diameters (200 #m, 400 #m, and 
600/zm) were used to examine the effects of particle size on the 
heat transfer mechanisms of fluidized beds. The static bed height 
of the particles was 90 mm and maintained constant through the 
experiments. Measurements of both heat transfer and contact be- 
havior are performed on a horizontal circular cylinder (O.D. 40 
ram) immersed in the fluidized bed. The test cylinder was placed 
70 mm above the distributor plate. 

2 Test Cylinders. In the present study, two test cylinders 
were prepared for the measurements of heat transfer and contact 
behavior. The details of these test cylinders are shown in Fig. 3. 

For the heat transfer measurement, a heated circular cylinder 
(Fig. 3a) was immersed in the fluidized bed. The cylinder made 

N o m e n c l a t u r e  

A = contact area between a particle Nu,,, = 
and heat transfer surface, m 2 

c:, = specific heat of particle, J/kg K Nuco,t = 
D = diameter of the heat transfer 

tube, m 
d~, = particle diameter, m Q:, = 
k e = thermal conductivity of gas 

phase, W/m K q, = 
N = contact frequency of particles, 

1/m 2 s 
Nu = Nusselt number = hD/ku 

Nup = Nusselt number due to direct R = 
contact heat exchange between 
heat transfer surface and fluid- 
ized particles (see Eq. (5)) 

circumferentially average Nus- 
selt number 
Nusselt number showing ther- 
mal resistance of the contact 
area = (1/R)dp/k~ 
amount of heat conducted to a 
particle, J 
heat flux due to direct contact 
heat exchange between heat 
transfer surface and fluidized 
particles, W / m  z 
thermal resistance of the con- 
tact region per  unit projected 
area of a single particle, 
m 2 K/W 

Remf = Reynolds number based on the 
minimum fluidization velocity 
= U~/D/~ 

Tb = mean temperature of the bed, K 
Tp = time-dependent particle temper- 

ature, K 
T,. = local wall temperature of the 

heat transfer surface, K 
t,. = contact duration of a particle, s 

U,,f = minimum fluidization velocity 
of particles, m/s 

p = density of a particle, kg/m 3 
7" = thermal time constant of a parti- 

cle (see Eq. (2)), s 
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PMMA-Resin 

to AC Power Supply 

(a) Test cylinder for heat transfer measurements. 

. . . . . . . . .  r . . . . . . . . . .  

(b) Test cylinder for observation of contact behaviors. 

Fig. 3 Test cylinders 

with PMMA resin is heated under the condition of uniform heat- 
ing flux by passing an AC current through a stainless-steel foil 
heater (30 Izm thick, 10 mm × 790 mm). The surface tempera- 
ture distributions of the test cylinder were measured by 12 cop- 
per-constantan thermocouples welded on the back surface of the 
foil heater. Only the time-averaged surface temperature was mea- 
sured and transient heat transfer characteristics were not exam- 
ined. In 6rder to obtain the time-averaged temperature, the output 
of thethermocouples was electrically smoothed by using a low- 
pass filter of l Hz cutoff, and the remaining fluctuation was av- 
eraged for 10 seconds on the data acquisition system. The reso- 
lution of the thermometer used in this study was 0.1 K, and the 
uncertainty of heat transfer coefficient due to the thermometer 
resolution was less than _+2 percent. 

The contact behavior between the fluidized particles and a cir- 
cular tube immersed in the fluidized bed was obtained by em- 
ploying an optical visualization technique. As shown in Fig. 
3(b),  a trapezoidal glass prism is installed in a hole bored in the 
wall of a PMMA resin cylinder (O.D. 40 mm). The outer surface 
of the glass prism corresponds to the visualized surface, and the 
inner fiat surface parallel to the outer face is the visualizing win- 
dow. The outer surface is illuminated by a laser beam (He-Ne 
laser, k = 632.8 nm). 

When the fluidized particle is not in contact with the outer 
surface of the glass prism, the incident laser beam is reflected 
totally at the glass-air boundary. This means that nothing is ob- 
served in the visualization window. If a particle comes into con- 
tact with the visualized surface, a part of the reflected laser leaks 
into the particle through the contact area (see Fig. 4). The par- 
ticle in contact with the visualized surface is illuminated by scat- 
tering of the leaked light and is visible through the window (inner 
surface of the glass prism). The key to this optical technique is 
that only the particle in contact with the tube (prism) surface can 
be observed. The contact behavior of the particles was recorded 
on a VCR system. 

3 Experimental  Conditions.  The heat transfer and con- 
tact behavior were measured in the region near the minimum 
fluidization condition. The minimum fluidization velocity 
Urn/ depends upon the particle diameter, and is 0.064 m/s, 
0.19 m/s, and 0.33 m/s for 200 /zm, 400 #m, and 600 ~m 
glass beads, respectively. These minimum fluidization ve- 
locities were determined from the characteristics of pressure 

D ,.J r . l . l ~ l ~  

Incid, 

Scattered Light 

Fig. 4 Prinoiples of the visualization of contact 

drop across the test bed; the minimum fluidization velocity 
was determined as the gas velocity at which the whole par- 
ticles in the bed are supported by the gas flow and thus the 
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(a) The case of low gas flow rate. 
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(b) The case of high gas flow rate. 

F i g .  5 L o c a l  h e a t  transfer coeff cent  around a horizontal tube immersed 
in a fluidized bed (dp= 400/zm) 
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(b) The case of high gas flow rate. 

Fig. 6 Local heat transfer coefficient around a horizontal tube immersed 
in a f luidized bed (d r = 200 pro) 

60O 

4O0 

200 

I i ' ' i • • i 

0 :0 .24  v :1.03 
Re/Remf A:0.49 o :1.34 

0:0.75 ,:1.69 

:~/UP-~ dtp6OOpm " 
- g o ' ~ g o "  , 4 k  

/ "~, .;¢ \ 

, k 
# 

/ /~"~...a.,.,a,.,e..,a/"'a'\~ ~ 

0 
- 80 - 9 0  . 90 

o (deg) 
Fig. 7 Local heat transfer coefficient around a horizontal tube immersed 
in a f luidized bed (dr = 600 izm) 
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Fig. 8 Local contact duration of a part ic le around a tube immersed in a 
f luidized bed (d r = 400 #m) 

pressure drop due to particles becomes independent on the 
gas velocity. The fluidization gas (air) velocity was varied 
in the range from 0.2Urn/to 3Uml for each particle diameter. 
Under the circumstances, the particles start to move at the 
region under the test cylinder even when the gas velocity is 
slower than U,,i. This is explained by the fact that the hy- 
drodynamic thickness of the particle layer in this region be- 
comes shallow since the weight of particles on the cylinder 
is supported by the cylinder. The particles used in the present 
study belong to the g r o u p  B particle of Geldart 's classifica- 
tion (Geldart, 1973), and all measurements were carried out 
in the "bubbl ing"  state. 

For measuring the heat transfer characteristics, the maximum 
wall temperature was maintained less than 50°C so that the ef- 
fects of radiation heat transfer would be insignificant. We were 
careful to avoid factors of asymmetry of particle fluidization such 
as inclination of the bed, nonuniformity of the distributor plate, 
etc., so as to achieve appropriate measurements of heat transfer 
characteristics and particle contact behaviors. As shown in the 
following sections, however, circumferential distributions of heat 
transfer coefficient and particle contact behaviors were slightly 
asymmetric with respect to the centerline of bed. The authors 
believe that the slight asymmetry of measured data was not an 
essential problem for discussing the microscopic mechanisms of 
fluidized bed heat transfer, because the measurements of both 
heat transfer and particle contact behaviors were performed under 
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Fig. 9 Local contact duration of a particle around a tube immersed in a 
f luidized bed (dp = 200/~m) 

Journal of Heat Transfer FEBRUARY 1995, Vol. 117 / 107 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



~..~.0.4~ J , • • , 
a 1.03 

Re/Remf o 1,34 
~ 0 , 3  v 1.69 

0.2 E 

- O O ' ~ g o '  

~'~ 

, / 

d~6OO#m 
0 i l I i l I ~ ~ I ~ i 

- 1 8 0  - 9 0  0 90 180 
0 (deg) 

Fig. 10 Local contact duration of a particle around a tube immersed in 
a fluidized bed (d# = 600/~m) 

identical bed conditions, i.e., in the same bed with the same dis- 
tributor plate. 

Results and Discussion 

1 Heat Transfer Characteristics. Figure 5 shows local 
heat transfer coefficients around a horizontal circular cylinder 
immersed in the experimental bed; the results measured for 400 
pm glass particles are shown in this figure. 

When the fluidizing gas flow is slow (Re/Remf < 1.1 ), heat 
transfer around a tube immersed in the fluidized bed is enhanced 
in both side portions (0 = ±90 deg) of the tube. Evident heat 
transfer augmentation can be observed even if the gas velocity is 
lower than the minimum fluidization velocity (i.e., Re/Remf < 
1 ). This heat transfer augmentation is due to the passing of bub- 
bles near the side portions of the heat transfer tube. 

As the gas velocity increases over the minimum fluidization 
velocity (Re/Remf > 1.1 ), heat transfer enhancement at the front 
stagnation point (0 = 0 deg) also becomes remarkable while the 
heat transfer coefficients of the side portions are hardly affected 
by the gas velocity. This is explained by the fact that, as the gas 
velocity increases, the portion of tube wall in contact with "bub- 
bly" fluidized particles expands in both the upstream and down- 
stream directions. A careful inspection of Fig. 5 shows that the 
positions where the local heat transfer coefficient is maximal 
move slightly toward the downstream stagnation point of the tube 
as the gas flow rate increases. 

Figures 6 and 7 show the local heat transfer coefficients mea- 
sured for 200 #m and 600/~m particles, respectively. As shown 
in these figures, the distribution profiles of local heat transfer 

coefficients measured for larger and smaller particles depend 
upon the relative fluidizing gas flow rate Re/Re,.: in a manner 
similar to the profile for 400 #m particles. This means that, under 
our experimental conditions, the fluidization states of the parti- 
cles of three different diameters are quite similar when the rela- 
tive fluidizing gas velocities Re~Re.,: are identical. As shown in 
Figs. 6 and 7, the positions where the local heat transfer coeffi- 
cient for these particles is maximal were affected by the relative 
gas flow rate Re/Re,.: in a manner similar to the ones for 400 
#m particles; the maximum positions move toward the down- 
stream stagnation point of tube as the gas velocity Re~Re.,: in- 
creases. Comparing Figs. 5-7,  however, one can easily find that 
the displacement of the maximum position of local heat transfer 
coefficients becomes evident as the particle diameter increases 
even if the relative gas flow rate Re~Re.,/is fixed. This is ex- 
plained by the fact that the absolute gas velocity increases with 
increasing the particle size for the fixed Re/Rem/since the min- 
imum fluidization gas velocity Re,./depends upon the particle 
size, 

2 Contact Behaviors. Using the contact behavior between 
the fluidized particles and tube surface recorded by a VCR sys- 
tem, the contact duration of single particles and contact frequency 
of fluidized particles were measured on a local basis. 

The contact duration t, was evaluated by measuring the period 
wherein a particle was observed on the TV frame; contact periods 
of 50 individual particles or more were measured and the results 
were averaged so as to determine the local contact duration for 
a certain fluidization state. The minimum resolution of the mea- 
sured contact period is limited by the frame-renewal frequency 
of the VCR, which is 60 frames/s. On the other hand, the contact 
frequency N of the fluidized particles was measured by counting 
the number of particles visualized in the TV frame for l0 sec- 
onds; since the observation surface is magnified so as to identify 
individual particles, the size of a TV frame corresponds to 6.7 
mm × 5 mm on the observation surface. The contact frequency 
per unit area per unit time was obtained from the number of 
visualized particles. The authors feared that the contact frequency 
of fluidized particles was slightly underestimated because the 
contact particles were counted in the limited visualized area by 
naked eyes. That is, in this study, stagnant particles on the vi- 
sualized surface could not be counted because of the limitation 
of the naked eye; these particles tend to fluctuate on the surface, 
and therefore the corresponding particles were hardly recognized 
in successive TV frames by naked eyes. The omission of these 
particles results in the underestimation of contact frequency, but 
we believe that influence of the omission on the contact fre- 
quency is negligibly small since the number of stagnant particles 
were not so large. 

Figure 8 shows the circumferential distributions of the local 
contact duration. The results measured for 400 #m particles are 
shown in this figure. The local contact duration between a particle 
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Fig. 11 Circumferential distributions of local contact frequency around a tube immersed in a fluidized bed (d. = 400 vm) 
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Fig. 12 Circumferential distributions of local contact frequency around a tube immersed in a fluidized bad (dp = 200/~m) 

and the tube surface immersed in the bed was almost 0.1 s, uni- 
form over the tube circumference except for the front and back 
stagnation points, and was hardly affected by the fluidizing gas 
flow rate Re/Remy. The locations at which the particles remained 
in somewhat longer contact with the tube wall corresponded to 
the regions where the particles move less violently, and these 
regions decreased with increasing gas flow rate~ 

The contact durations measured for smaller (200 #m) and 
larger (600 #m) particles are shown in Figs. 9 and 10. Compar- 
isons of these three figures (Figs. 8, 9, and 10) clearly show that, 
in our experimental conditions, the contact behavior for the dif- 
ferent particle diameters was almost identical both qualitatively 
and quantitatively. This means that the fluidization states of our 
experimental bed can be correlated with the relative gas flow rate 
Re~Re,,: and are almost similar even if the particle diameter var- 
ies in the range from 200 ~m to 600/zm. 

On the other hand, the contact frequency of the fluidized par- 
ticles was evidently influenced by both particle size and fluidiz- 
ing gas flow rate. Figures 11, 12, and 13 show the circumferential 
distributions of contact frequency measured for 400 #m, 200 #m, 
and 600 #m particles, respectively. After the bed was fully fluid- 
ized (Re/Rein/> 1 ), the contact frequency of the ttuidized par- 
ticles decreased with increasing relative gas flow rate Re/Reins 
and/or the particle diameter, over the entire tube circumference. 
This behavior is explained by the change of number density of 
the fluidized particles. Namely, the number density decreases 
with increasing average void fraction of the bed and the particle 
size. As shown in these figures, the local contact frequency was 
distinctly larger at both side portions of the tube (0 = ±90 deg). 
These portions of the tube circumference correspond to the re- 
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Fig. 13 Circumferential distributions of local contact frequency around 
a tube immersed in a fluidized bed (d r = 600/.Lm) 

gion where bubbles (the "void phase" ) pass at the highest fre- 
quency, with correspondingly violent particle motion. It should 
be pointed out that the distribution profiles of local contact fre- 
quency bore a resemblance to the profiles of local heat transfer 
augmentation (see Figs. 5, 6, and 7), especially when the fluidiz- 
mg gas velocity is low. This result suggests the importance of 
direct contact heat exchange between fluidized particles and heat 
transfer surface in the total heat transfer. 

3 Estimation of Direct Contact Heat Exchange. As men- 
tioned in the Introduction, the heat transfer augmentation de- 
scribed above results from the following two heat transfer mech- 
anisms: (1) the disturbance of thermal boundary layer or the 
increase of turbulent intensity of the gas flow due to interaction 
between the fluidizing fluid flow and fluidized particles, and (2) 
the transient heat exchange between fluidized particles and the 
heat transfer surface. Moreover, the later mechanism can be sep- 
arated into two microscopic mechanisms: (2a) the unsteady heat 
"conduction" due to physical contact, and (2b) the transient 
"convective" heat exchange between particles and thermal 
boundary layer around the heat transfer surface. From the mea- 
sured heat transfer characteristics, however, the contribution ra- 
tios of these heat transfer mechanisms to the total heat transfer 
augmentation of fluidized beds cannot be evaluated. 

There have been a number of reports concerning the unsteady 
heat conduction between particles and a surface or between two 
individual particles. For example, Sun and Chen (1988) studied 
the heat exchange between impacting spherical particles or a par- 
ticle and a surface. In this study, the impact was considered to 
be elastic, and unsteady heat conduction through the time varying 
contact area during the impact was analyzed. The authors (Ku- 
rosaki et al., 1990) also studied the unsteady heat exchange be- 
tween a heat transfer surface and solid particles laden in an im- 
pinging air jet. We carried out heat transfer experiments under 
different direct-contact heat exchange thermal conditions while 
holding the contributions of other heat transfer augmentation 
mechanisms constant, and the results were compared with nu- 
merical ones so that the particle contacting period and the con- 
tribution of direct-contact heat exchange can.be inversely ex- 
amined. Indeed these results enable us to estimate the amount of 
heat conducted to or from the particles under the prescribed con- 
tact pressure, but they are not applicable for the purpose of this 
study since we could not determine neither the contact pressure 
nor the contact area of particles from the measured contact be- 
hax;ior of particles. 

Under the circumstances, contact Nusselt number (or contact 
thermal resistance) reported by Decker and Glicksman ( 1981 ) is 
effective for estimating the unsteady heat exchange between a 
fiat surface and a particle; both thermal resistance and the contact 
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Heat transfer due to direct contact heat exchange between heat transfer surface and fluidized particles (d. = 400/.~m) 

area of a particle were estimated from their analytical results. 
Decker and Glicksman calculated the apparent thermal resistance 
of the contact area between a rough spherical particle and a fiat 
surface, and they indicated the thermal resistance using "con- 
tact" Nusselt number (Nuco,t = ( 1/R) dp/k~ ). In their report, heat 
flux due to contact heat transfer was averaged in the particle 
projection area; this means that the projection area of a particle 
( =  ~-d~/4) can be substituted for the contact area A. 

Neglecting the temperature distribution within a particle (i.e., 
assuming the particle as the lumped-heat-capacity), the average 
temperature of particle Tp can be easily obtained as a function of 
the contact duration to: 

Tp(tc) = (Tw(O) - Tb)(1 - e x p ( - t c h - ) )  + Tb (1) 

where Tw(O) is the local wall temperature of the heat transfer 
tube, and To shows the initial temperature of a particle and is 
assumed to be equal to the bed mean temperature. The thermal 
time constant ~- is determined as follows: 

"r = ppcpTrd3 R / 6 A  (2) 

where A shows the contact area between a particle and heat trans- 
fer surface, and R is the thermal resistance of the contact area. 
Using the contact Nusselt number, the thermal time constant ~- 
can be evaluated as 

"r = 2ppcpd~/3 NUcontk~ (2 ' )  

From the results of Decker and Glicksman, the contact Nusselt 
number for the particles and heat transfer surface used in the 

present study can be estimated in the range from 6.6 to 21. The 
amount of heat conducted to a single particle Q,, is 

Of = 7rp~cpd~3(Tp(tc) - Tb)/6.  (3) 

Local heat flux qp due to conductive heat transfer between the 
fluidized particles and heat transfer surface is evaluated by using 
the local contact frequency N(0): 

q~(O) = Q,, × N(O)  (4) 

The Nusselt number Nut, which shows the heat transfer aug- 
mentation due to direct-contact heat conduction to the fluidized 
particles, is 

qp(O) D 
Nut'(0) = (Tw(O) - Tt,) kg " (5) 

It should be noted that the procedure described above un- 
derestimates the amount of heat conducted to the particles in 
contact with the heat transfer surface. That is, in the present 
procedure, heat transfer to a single particle can be estimated 
with Eq. (3), and particle-to-particle heat transfer was not 
taken into account. 

Figures 14, 15, and 16 show the circumferential distributions 
of the local Nusselt number Nu~ due to direct contact heat transfer 
estimated by the procedure described above. The estimated Nus- 
selt number Nup depends upon the contact thermal resistance 
(i.e., the contact Nusselt number NUeont), but the lightly shaded 
regions of these figures involve the actual heat transfer augmen- 
tation due to the direct contact heat exchange. 
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Fig. 15 Heat transfer due to direct contact heat exchange between heat transfer surface and fluidized particles (dp = 200/~m) 
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In these figures, the circumferential distributions of heat 
transfer coefficients (Nusselt numbers) measured in the ex- 
perimental bed are also shown for a reference purpose. When 
the relative gas flow rate Re/Re,,/was small (i.e., Re/Rein/ 
1), the heat transfer augmentation due to direct-contact heat 
exchange occupied a major part of the total heat transfer en- 
hancement. The contribution ratio of direct contact heat trans- 
fer decreased, however, with increase in the gas flow rate. This 
is explained by the fact that the contact frequency between 
fluidized particles and heat transfer surface decreases with the 
average void fraction of the bed. This behavior of Nup was 
more evident in the results with small particles (Fig. 15) than 
with large ones (Fig. 16). 

The heat transfer augmentations due to direct contact heat 
exchange were circumferentially averaged and compared with 
the average heat transfer coefficients in Fig. 17; the vertical axis 
of this figure Nu/,m/Num shows the relative contribution ratio of 
the direct contact heat exchange to total heat transfer of the bed. 
As shown in this figure, the direct contact heat exchange between 
fluidized particles and heat transfer surface played an important 
role for enhancing heat transfer of the bed at incipient fluidiza- 
tion. The importance of the direct contact heat exchange in- 
creased with decrease in the particle diameter. However, the con- 
tribution of direct contact heat exchange decreased rapidly with 
increase in the fluidizing gas flow rate Re/Re,,/, and asymptoti- 
cally approached a lower value. In this region (i.e., under the 
fully fluidized condition), the direct contact heat exchange con- 
tributed only 5-20 percent to the total heat transfer of the bed. 
That is, unsteady "convective" heat transfer to tluidized particles 
and/or increase of the turbulent intensity of gas flow due to fluid- 
ized particles is the dominant mechanism of heat transfer in the 
fully fluidized condition. 

Concluding Remarks 
In this paper, the authors reported the duration and frequency 

of contact between a fluidized particle and the heat transfer 
surface in a fluidized bed, which were measured by employing 
an optical visualization technique, and we estimated the direct 
contact heat exchange between them. The results showed that 
heat exchange through direct contact between particles and the 
exchanger pipe plays an important role for enhancing heat 
transfer of the bed at incipient fluidization, but the importance 
decreases rapidly with increase in both fluidizing gas flow rate 
and particle size. 

These results clearly show that one dominant mechanism of 
heat transfer changes place with the other as the operating con- 
ditions of the bed changes. In this sense, the models or correla- 
tions proposed previously, which have usually been based upon 
a single predominant heat transfer mechanism, cannot describe 
accurately the heat transfer characteristics of fluidized beds for 
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wide operating conditions. Therefore, it is important to develop 
a model wherein several heat transfer mechanisms are taken into 
account in parallel so as to make accurate predictions of the heat 
transfer characteristics of fluidized beds. 
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Effect of Imposed Wall 
Temperature Oscillations on the 
Stability of Natural Convection 
in a Square Enclosure 
The present numerical study is directed toward buoyancy-driven laminar flows in a 
two-dimensional square enclosure with differential heating at the vertical walls. The 
top and bottom walls are insulated. A time-dependent temperature varying sinusoidal 
perturbation is imposed on the hot vertical wall. The cold vertical wall is maintained 
at a constant temperature. The fluid is air with a Prandtl number o f  O. 72. Computations 
were carried out at one imposed frequency, which is of  the same order as the first 
natural frequency of the system. It was found that the perturbations destabilized the 
flow in that higher amplitudes lead to lower critical Rayleigh numbers for the flow 
transitions. Computations spanned four regimes: periodic, quasi-periodic with two fre- 
quencies, quasi-periodic with three-frequencies, and chaotic. 

Introduction 
The vertical differentially heated square-enclosure problem 

has been extensively studied in the past and has even been used 
as a model problem for benchmarking numerical solutions (de 
Vaht Davis, 1983). It is known that for relatively small Rayleigh 
numbers (less than 105), the flow is essentially unicellular. For 
higher Rayleigh numbers, secondary and tertiary flows occur. 
The flow becomes oscillatory for even higher Rayleigh numbers 
as a result of boundary layer instabilities and an internal hydraulic 
jump near the corner of the cavity (Yang, 1988; Paolucci and 
Chenoweth, 1989). 

According to published literature, the physics of the flow field 
in the steady-state regime is quite well understood and a broad 
consensus exists. Steady laminar flow in the cavity was found to 
occur up to a Rayleigh number of 1 0  9 for air (Pr = 0.71 ) and up 
to l0 II for water (Pr = 7.0) for a square cavity (Henkes, 1990). 
Unsteady natural convection is a more controversial issue. Pao- 
lucci and Chenoweth (1989) performed numerical simulations 
for air and concluded that for aspect ratios less than 0.5 and 
greater than 3, the first time-dependent instability is due to the 
boundary layers along the isothermal cold and hot walls. For 
aspect ratios between the same two limits, it was concluded that 
periodic motion was due to internal waves near the departing 
corners. The internal waves, it was postulated, resulted from an 
internal "hydraulic jump" as the fluid turns the corner. 

Ivey's (1984) experiments with glycerol and water in an en- 
closure of aspect ratio unity had earlier suggested the same "hy- 
draulic jump" mechanism. Schladow (1990) performed direct 
numerical simulations for a Rayleigh number of 2 × 109, an 
aspect ratio of unity, and a Prandtl number of 7.1. His results 
refuted the hydraulic jump mechanism and tended to suggest that 
it was no more than a complex recirculating zone near the cor- 
ners. The oscillations were a consequence of instabilities in the 
thermal boundary layer. 

Direct numerical simulations that transcended the oscillatory 
regime have been performed by Paolucci (1990). Two-dimen- 
sional natural convection for an air-filled enclosure was simu- 
lated at a Rayleigh number of 10 ~o and an aspect ratio of unity 
in the fully turbulent regime. But again, as it is now generally 
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known (Nieuwstadt, 1990), the dynamics of turbulent flows is 
inherently three dimensional, implying that two-dimensional 
simulations are fundamentally unrealistic. In all fairness, it can 
be claimed that for differentially heated cavities, the physics of 
unsteady natural convection is not unequivocally clear in contrast 
to steady convection that occurs at lower Rayleigh numbers. 

The purpose of this investigation is not only to look into the 
physics of natural convection in the side-heated enclosure, but 
also to see if the flow field and heat transfer can be manipulated 
to achieve desirable goals. To that end, a sinusoidal perturbation 
in the temperature is imposed on the hot wail. No doubt other 
means of flow control are available, such as using baffles (Ba- 
jorek and Lloyd, 1982). The present investigation is, however, 
restricted to the effect of temperature perturbations on the flow, 
especially its instabilities. The previous results of this investi- 
gation have already been communicated (Xia and Yang, 1990). 
A similar study has been undertaken by Kazmierczak and Chi- 
noda (1992). They investigated the effect of time periodic 
boundary conditions on one of the vertical walls of a square cav- 
ity. The simulations were, however, restricted to very few cases 
for a fluid Prandtl number of 7, and the emphasis was placed on 
the resulting heat transfer characteristics. 

The present study is an investigation of the unsteady phenom- 
ena for different Rayleigh numbers and for different perturbation 
amplitudes. Due to limited computer resources, the study is re- 
ported for one particular imposed frequency only. It is chosen in 
the general area of the first natural frequency or the frequency at 
which the steady flow first becomes oscillatory in the case of a 
steady differentially heated vertical cavity (Paolucci and Chen- 
oweth, 1989). This is done to increase the probability of inter- 
action between the natural and imposed modes of oscillation. It 
is also to be noted that, despite the two-dimensional nature of the 
present study, it is expected that the results should yield much 
physical insight to the flow bifurcation phenomena under the ef- 
fect of periodic wall temperature perturbations. 

Governing Equations and Formulation 
The geometry of the square enclosure is shown in Fig. 1. The 

fluid under consideration is air with Pr = 0.72. The left wall at 
x = 0 is isothermal and subjected to a sinusoidal temperature 
perturbation. The right wall is maintained at a constant lower 
temperature. The upper and lower surfaces are insulated. The x 
and y coordinates were scaled by H, the enclosure height; the 
velocities were scaled by a/H; the time scaled by H2/a; and the 
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Fig. 1 Geometry of the enclosure 

pressure difference between the total pressure and the equilib- 
rium hydrostatic pressure in the absence of a temperature 
gradient scaled by pce2/H 2. The temperature was nondimension- 
alized as T = ( T - Tc)/  ~xT where A T  = Turn -- Tc. The thermal 
diffusivity is ot and p is the fluid density. The nondimensionalized 
governing equations using the Boussinesq approximation are the 
following (Yang, 1988): 

V . U = O  (1) 

Ou + V . ( u O )  = Op 
O--t- - ~xx + PrV2u (2) 

0-t + V ' ( v U )  = - ~y  + PrV2v + Ra PrT (3) 

OT 
- -  + V . ( T 0 )  = V2T ( 4 )  
Ot 

The boundary conditions are 

OT 
y = 0 , 1 ,  0 - < x - <  1, u = v = 0 ,  ~ y  = 0  (5) 

x = 0 ,  u = v = 0 ,  T =  1 +~s in (w0 t )  (6) 

x =  1, u = v = 0 ,  T = 0  (7) 

where e is a nondimensional amplitude of  the temperature per- 
turbation, Ra is the Rayleigh number, g/3ATH3/au,  and Wo is a 
nondimensional frequency of the imposed temperature pertur- 
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bation, which is defined as ~oH2/c~, where 90 is the dimensional 
frequency. 

The governing equations set in two dimensions are solved us- 
ing the control volume method for the primitive variable for- 
mulation. The grid is nonuniform and staggered. The QUICK 
scheme, which is a third-order accurate interpolation formula for 
the advection terms (Leonard ,  1983) was used for the compu- 
tations. Other than the improved accuracy of the scheme, it is 
now fully established that QUICK minimizes false diffusion 

N o m e n c l a t u r e  

g 

H =  
p =  

P r =  
Ra = 

T = 

~ =  
t = 

0 =  
U = 

acceleration due to gravity, m/s 2 
height and width of  enclosure, m 
nondimensional pressure 
Prandtl number = v/a 
Rayleigh number = g/3~xTH3[ 
(va) 
nondimensional temperature 
cold wall temperature, K 
mean hot wall temperature, K 
nondimensional time 
nondimensional velocity vector 
nondimensional velocity in the x 
direction 

uR = dimensional reference velocity, u = 
m/s p =  

v = nondimensional velocity in the y w = 
direction 

x = nondimensional x coordinate w0 = 
y = nondimensional y coordinate 
ot = thermal diffusivity, m2/s ~ = 
/3 = volumetric coefficient of  expan- ~ = 

sion, 1/K 
A T  = temperature difference = Tc - ~ = 

Tn.,, K 
= nondimensional amplitude of ~2 = 

perturbation 

kinematic viscosity, m2/s 
density, kg/m 3 
nondimensional frequency of os- 
cillation = ~HZ/ee 
imposed nondimensional fre- 
quency of oscillation = ~oH 2/a 
dimensional frequency, rad/s 
nondimensional frequency of os- 
cillation = ~H/uR 
nondimensional frequency of os- 
cillation at first bifurcation 
nondimensional frequency of os- 
cillation at second bifurcation 
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Fig. 3 (a) Phase trajectory; (b) frequency spectra for Ra = 108, • = 0.02, ~o  = 3.0; (c) phase trajectory; (d) 
frequency spectra for Ra = 2 x 10 °, • = 0.02, ,~o = 3.0 

(Leonard, 1988). This is crucial for bifurcation studies since ac- 
curate modeling of the unsteady phenomena is essential. 

It was determined that a 60 X 60 grid with five cells inside 
the thermal boundary layer was a good compromise between ac- 
curacy and computing resources. The cells inside the boundary 
layer are of uniform size, whereas the cell sizes outside are in a 
geometric ratio with the largest cell next to the centerline. The 
grid is symmetric about the centerlines in the x and y directions. 
This is so chosen because the temperature and velocity fields are 
known to have similar symmetries in the steady-state regimes. 
Validation studies for the code have been reported earlier (Xia 
and Yang, 1990). 

Results 
In the present study, the effect of a perturbation of the hot wall 

temperature on the velocity and temperature field is studied para- 
metrically for different Rayleigh numbers and amplitudes of the 
temperature perturbation. The effect of the frequency is not a part 
of this study. Here it is convenient to introduce another nondi- 
mensional frequency & defined as ~ = ~ H / u e ,  where UR is a 
constant dimensional reference velocity utilized to reduce the 
computational effort (Yang and Lloyd, 1985). As a result, the 
relation between the two nondimensional frequencies is simply 

= w(odHuR) .  In the present study, uR is chosen such that the 

quantity (HUR/OO is of the order of 800. The computations here 
are based on one imposed nondimensional frequency of ~0 =. 
3.0, which, as will be shown later, lies between the first and 
second bifurcation frequencies Of the zero-perturbation (e = 0) 
case. As mentioned previously, this is chosen to increase the 
probability of interaction between the natural and imposed modes 
of oscillation. At this low imposed frequency, the effect of the 
oscillation is likely to be felt over the entire cavity. For higher 
frequencies, the effect in the cavity is restricted to a small shear 
laYer close to the wall, as indicated by Xia and Yang (1990). 

A response is deemed linear if the amplitude of heat flux or 
temperature is proportional to the amplitude of the imposed tem- 
perature perturbation. Typically, this is the case for perturbation 
amplitudes that are relatively small. For the nonlinear regime, 
this simple direct proportion is no longer valid. The boundary 
between linear and nonlinear regime in the Ra-e  plane has al- 
ready been reported by Xia and Yang (1990). In this paper we 
cover the so-called nonlinear regime by detailed computations in 
the Ra-c  plane. The results are summarized in Fig. 2 by a flow 
regime map parameterized by the Rayleigh number and the am- 
plitude of perturbation for a nondimensional imposed frequency 
of three. Figure 2(b) represents an enlarged map in the region 
for Ra = 108 to 109 for clarity. The map divides the whole region 
into five different flow regimes: I - - l inear  response flow; I I - -  
nonlinear response flow with self-induced higher harmonics; 
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Fig. 4 (a) Time series f o r  u ve loc i ty ;  (b) time series f o r  0 ve loc i ty ;  (c) phase trajectory; (~  frequency spectra 
f o r  Ra = 2.9 × 10 s, E = 0.02, ~o = 3.0 

III--quasi-periodic flow with two independent frequencies; 
IV--quasi-periodic flow with three independent frequencies; 
V--chaotic flow. It should, however, be emphasized here that 
the demarcation between regimes I and II is superficial in that 
theoretically regime I blends into regime II continuously and no 
clear boundary is discernible, as already pointed out by Xia and 
Yang (1990). 

Due to limitations in computing resources, the flow regime 
map shown in Fig. 2 has been constructed from a relatively small 
number of cases. It is possible that the boundaries between the 
different flow regimes would have taken a more complex struc- 
ture with additional points in the Ra-~ plane. For instance, the 
boundary between regime IV and V is a result of just four points. 
It must therefore be cautioned that the boundary contours in Fig. 
2 should only be interpreted qualitatively. 

Flow Regimes. For air in a square side-heated cavity without 
imposed temperature oscillations, Paolucci and Chenoweth 
(1989) discovered that the transition to chaos follows the 
Ruelle-Takens-Newhouse scenario. The sequence is the fol- 
lowing: Steady-State ~ Periodic ~ Quasi-Periodic ~ Chaotic. 
The present study intends to document the qualitative and quan- 
titative effects of the additional frequency forced onto the system. 
The dynamic behavior of the system was examined by looking 
at the power spectra and the phase trajectories of some local 

variables. Since the aspect ratio is small, the qualitative dynamic 
behavior of the system is independent of the location and the 
variable chosen. In other words, any variable at any location rep- 
resents the dynamic behavior of the system as a whole. In this 
case, the power spectra of the u velocity at the location (0.03, 
0.93 ) was selected for all the power spectra shown. All the phase 
trajectories shown in this paper are between the u and v velocities 
at the same spatial location. 

The results shown in Fig. 2 were obtained by adopting the 
following procedure: (1) For a given c increase the Rayleigh 
number until the onset of chaos. (2) Repeat step 1 for a different 

(which is higher). (3) For a given Ra, increase amplitude until 
the onset of chaos. As mentioned in Mukutmoni and Yang 
(1993a, 1993b), the calculation sequence is important because 
of the sensitivity of the solutions to initial conditions. 

First Bifurcation (e = 0.02). For c = 0.02, the initial runs 
were started at a Rayleigh number of 107 and then progressively 
increased. The flow and temperature field is oscillatory as a con- 
sequence of the perturbation. The only frequency present in the 
system is the one imposed, along with its higher harmonics, if 
any. At sufficiently higher Rayleigh numbers the system itself 
generates additional frequencies. The first frequency &l, gener- 
ated by the system, appears in the power spectra at a Rayleigh 
number of 1.6 × 108. The frequency in nondimensional terms is 
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Fig. 5 (a) Time series for u velocity; (b) time sedss for v velocity; (c) phase trajectory; (d) frequency spectra 
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3~ = 1.664. This is of the same order as the imposed frequency 
of 3.0. The frequency ratio, however, is not a simple proportion. 
It therefore seems that the flow is quasi-periodic. The dynamic 
nature of the flow must be confirmed by phase trajectories. 
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Fig. 6 The first generated frequency (&l) as a function of the Rayleigh 
number 

The flow is subcritical at Ra = 1.0 x 108 . The phase trajectory 
and frequency is shown in Fig. 3(a, b). The frequency spectra 
(Fig. 3(b) )  show the fundamental frequency 3o and its higher 
harmonics. The phase trajectory shows a simple closed trajectory 
that represents an asymptotic oscillatory state with one fre- 
quency. 

The supercritical flow is shown for Ra = 2.0 x 108 in Figs. 
3(c, d).  The frequency spectra (Fig. 3(d) )  now portray the in- 
dependent frequencies 30 and 31 as well as the multiples and 
linear combinations of the two. The phase trajectory (Fig. 3 (c))  
clearly shows what looks like an obvious projection of a torus 
onto a two-dimensional plane. That is a tell-tale signature of 
quasi-periodicity. It implies that the frequencies tv0 and ~v~ must 
necessarily be incommensurate. 

F u r t h e r  Bifurcations. As the Rayleigh number is increased 
further, yet another frequency is added to the system. This cor- 
responds to the boundary between regions III and IV. The second 
independent frequency (32) generated by the system appears at 
a Rayleigh number of 2.7 × 108. The value of the frequency is 
0.152. The time series, phase trajectories, and the frequency spec- 
tra of the postbifurcation regime are shown in Fig. 4 ( a - d ) .  The 
power spectra indicate that the effects of the naturally generated 
frequencies 31 and 32 are now overwhelming. The amplitudes of 
31 and 32 are much larger than that at 30. Also, 32 is much 
smaller than 31. 

Figures 5 (a, b) show respectively the phase trajectory and 
the frequency spectra at a Rayleigh number of 4.0 x 108. The 
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frequency spectra do appear to have some dominant frequen- 
cies. Nevertheless, the most significant feature of  the spectra is 
the presence of broad band components particularly in the low- 
frequency range. The phase trajectory resembles a tangle of  
cobwebs. It appears that the trajectory never repeats itself. This 
is confirmed by the time series of  the variables in Figs. 5(c,  
d) .  

At this point, the flow can no longer be described in terms of 
a small number of well-defined characteristic frequencies; it is 
best described as chaotic or weakly turbulent. It certainly is ape- 
riodic. The time series must be analyzed further to determine 
whether the flow is truly chaotic. One needs to estimate the Lia- 
punov exponents. The calculated Liapunov exponent using the 
algorithm due to Wolf  et al. (1985) at this Rayleigh number 
indicates that the exponent is positive. 

The Liapunov exponent quantifies the average rate of  conver- 
gence or divergence of  nearby trajectories. A positive Liapunov 
exponent is tantamount to chaos. It is difficult to pin down the 
onset of chaos because the estimate of the Liapunov exponent 
using time series data is inherently uncertain (30 to 40 percent 
error is expected). To the best of our knowledge, chaos occurs 
between 3.5 × 108 and 4.0 × 108. 

To summarize,  the R u e l l e - T a k e n s - N e w h o u s e  scenario 
was observed for e = 0.02 i.e., Periodic (one f requency)  
Quasi-Periodic ( two frequencies)  ~ Quasi-Periodic (three- 
frequencies)  ~ Chaotic. In the absence of  a forcing frequency 
(e = 0) ,  the same scenario was observed. However ,  quanti- 
tative changes were found to occur. The first frequency &, = 
6.04 was generated at Ra = 2.3 × 108. The second frequency 
&2 = 0.598 occurred at Ra = 2.7 × 108. The changes observed 
are quantitative rather than qualitative. Transition to chaos 
was found to occur between a Rayleigh number of  3.5 × 108 
and 4.0 × 108. Thus, the critical Rayleigh numbers and the 
frequencies themselves are somewhat different. It is interest- 
ing to note that the critical Rayleigh number for the transition 
to chaos was relatively unchanged. 

Higher Amplitudes of Perturbation. For c = 0.1, the first 
bifurcation occurs at Ra = 1.5 × 108 and &l = 1.65. The 
second bifurcation occurs at Ra = 2.3 × 108 and &2 = 0.22. 
Chaos sets in at Ra = 3.5 × 108. Based on the numerical  
experiments so far one can see that as the amplitude is in- 
creased the critical Rayleigh number decreases. The frequen- 
cies themselves (Lvj and co2) are a strong function of  the per- 
turbation amplitude. The scenario ( R u e l l e - T a k e n s - N e w -  
house)  is nevertheless unchanged. 

Table 1 Bifurcation frequencies (o)1 and ~= at Ra = 3 X 10 8 with • = O 

Study 

Present 

Paolucci 
& 

Chenowoth 
(1989) 

Henkes 
(1990) 

First Bifurcation Frequency Second Fifurcation Frequency 
¢~] ¢..tv2 

629.2 6707 

737.7 8856 

661.7 9118 

In a further set of numerical experiments, the Rayleigh number 
and frequency are fixed and the amplitude is progressively in- 
creased. In the process, the effects of large amplitudes are ex- 
amined. Ra = 108, E = 0.001 was found to be in the linear regime 
(I in Fig. 2). As the amplitude is increased, the flow regime 
moves from region I to region II. The system generates its own 
frequency at c = 0.33 with ~ = 1.57. Chaos sets in at c = 0.75. 
No evidence of  ~2 was observed. The route to chaos has thus 
been altered when the amplitudes were sufficiently large. Rather 
than going through two successive Hopf bifurcations, we have a 
situation wherein one Hopf bifurcation is followed directly by 
transition to chaos. 

The complete set of simulation results is not stated in detail. 
Instead, they are summarized in Fig. 2 (a, b) for convenience and 
brevity. Figure 2(b)  is simply an enlarged portion of  Fig. 2 ( a )  
in the high-Rayleigh-number end. 

Rayleigh Number Effect on Bifurcation Frequencies. 
Having discussed the bifurcations occurring in the flow, we 
now address the flow behavior between the bifurcations. Figures 
6 and 7 show respectively the frequencies wj and ~v2 as a func- 
tions of the Rayleigh number for two different perturbation am- 
plitudes. Curiously, the behavior of &2 is qualitatively different 
from &~. Whereas &~ increases with increasing Rayleigh number, 
~2 decreases and then levels off with an increase in Rayleigh 
number. 

We now compare some of  the results for ~0 = 0 with nu- 
merical results that have been published. The numerical re- 
suits of  the same case with no forcing (e = 0)  have already 
been reported by Paolucci and Chenoweth (1989) and Henkes 
(1990) .  It is therefore natural that we compare our results with 
theirs. The comparison, indicated in Table 1, shows reasona- 
ble agreement in frequencies (the only yardstick available for 

0 )2  

col 

30  

20 

10  

Fig. 8 

Paolucei  and Chenoweth  (1989) ,  e = 0 

i~ = 0.1 ~ .  
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Frequency ratio as a function of the Rayleigh number 
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The oscillating flow field over one complete cycle of the imposed frequency (tOo): Ra = 2.0 × 1 0  e, ~ = 0.02 

comparison). Here the nondimensional frequencies w~ and to2 
are compared at a Rayleigh number of 3 × 10 s. Note that the 
dimensionless frequencies were defined differently in their 
studies and to facilitate comparison the frequencies were 
scaled in a consistent manner. In view of the fact that bifur- 
cation frequencies are known to be sensitive to the details of 
the numerical methods, the differences shown in Table 1 are 
not all unexpected. Figure 8 compares the frequency ratios w~/ 
w2 with the results of Paolucci and Chenoweth (1989). The 
agreement is quite reasonable. The critical Rayleigh numbers 
for these two bifurcations are 2 × l0 s and 2.5 × 108, respec- 
tively. The corresponding numbers from Paolucci and Chen- 
oweth (1989) are 1.93 × 108 and 2.55 × 108, respectively. 

Flow Mechanism. In order to find how the frequency was 
generated, one must take a closer look at the flow field. Figures 
9 and 10 show the flow field over a complete cycle of imposed 
oscillation (Wo) and system natural oscillation (to~), respectively 
(Ra = 2 × 108, e = 0.02). A closer inspection of Fig. 9 reveals 
that the hot upper and cold lower comer regions complete one 
cycle and are therefore dominated by tOo. The rest of the cavity 
is dominated by the other frequency and do not complete the 
cycle. Figure 10 shows the opposite. The core of the cavity ap- 
pears to repeat itself but the corners do not. Thus, the core regions 
are dominated by tO~. 

From Fig. 10, a closer look shows that traveling waves are also 
moving along the heated and cooled vertical walls. This is highly 

suggestive of a boundary layer type of instability (Tollmien- 
Schlichting waves). However, a hydraulic jump type of insta- 
bility cannot be absolutely ruled out since the existing hydraulic 
jump phenomenon may or may not be a direct consequence of 
the traveling waves. 

Conclusions 
An extensive parametric study has been carried out to in- 

vestigate the qualitative and quantitative effect of wall tem- 
perature oscillations on the velocity and temperature field. The 
parameters were restricted to the Rayleigh number and am- 
plitude of perturbation. The computational results were con- 
sistent with zero amplitude results available in the literature 
(Paolucci and Chenoweth, 1989). Some of the major findings 
are the following: 

1 The imposed forcing oscillations decrease the critical Ray- 
leigh numbers. But the route to chaos follows the Ruelle- 
Takens-Newhouse scenario with the exception of very 
large amplitudes, in which case only one Hopf bifurcation 
was observed. 

2 The frequency generated by the system during each bifur- 
cation is a strong function of the Rayleigh number. It also 
depends strongly on the amplitude of the imposed forcing 
oscillations. 

3 The first bifurcation results primarily from the instabil- 
ity of the wall and corner flows; the traveling waves 
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Fig. 10 The oscillating flow field over one complete cycle of the first generated frequency (oJl): Ra = 2.0 × 10 s, • = 0.02 

along the walls are the likely mechanisms for this insta- 
bility. 
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Natural Convection. in an 
Inclined Fluid Layer With a 
Transverse Magnetic Field: 
Analogy With a Porous Medium 
In this paper the effect of a transverse magnetic field on buoyancy-driven convection 
in an inclined two-dimensional cavity is studied analytically and numerically. A con- 
stant heat flux is applied for heating and cooling the two opposing walls while the other 
two walls are insulated. The governing equations are solved analytically, in the limit 
of a thin layer, using a parallel flow approximation and an integral form of the energy 
equation. Solutions for the flow fields, temperature distributions, and Nusselt numbers 
are obtained explicitly in terms of the Rayleigh and Hartmann numbers and the angle 
of inclination of the cavity. In the high Hartmann number limit it is demonstrated that 
the resulting solution is equivalent to that obtained for a porous layer on the basis of 
Darcy's model. In the low Hartmann number limit the solution for a fluid layer in the 
absence of a magnetic force is recovered. In the case of a horizontal layer heated from 
below the critical Rayleigh number for the onset of convection is derived in term of the 
Hartmann number. A good agreement is found between the analytical predictions and 
the numerical simulation of the full governing equations. 

Introduction 
Several aspects of natural convection of an electrically con- 

ducting fluid in magnetic fields have been studied extensively 
over the past 20 years or so. The interest in such problems stems 
from their importance in such areas as the design of magneto- 
hydrodynamic generators, pumps and accelerators, the process 
of manufacturing semiconducting material and the use of liquid 
metals as the coolant medium in a variety of nuclear reactors 
involving the presence of strong magnetic fields. To improve 
design in the manufacturing and operational processes, a better 
understanding of the interaction between magnetic fields and 
convection is of importance. 

The natural convection boundary-layer flow on a hot ver- 
tical plate, in the presence of a strong cross magnetic field, 
has been discussed by several authors (Singh and Cowling, 
1963; Kuiken, 1970; Wilks, 1976; Hunt and Wilks, 1981). 
Using asymptotic series expansions, an analytical solution for 
this problem was derived by Wilks (1976). Details of heat 
transfer coefficients were obtained for the Prandtl number of 
order unity. This solution was extended to the low Prandtl 
range by Hunt and Wilks (1981). It was found that the rate 
of heat transfer, near the leading edge of the plate, increases 
as the Prandtl number decreases. 

Two-dimensional natural convection in a fluid heated from 
below in the presence of an imposed vertical magnetic field 
has been studied by Weiss (1981). The pattern of bifurcation 
from the static solution and the connection between small- 
amplitude theory and nonlinear convection was considered for 
the case of Pr equal to unity. His work is, however, limited to 
stress-free boundaries, which are more plausible in astrophys- 
ical than in laboratory applications. Tabeling (1982) studied, 
with a linearized theory, stationary convective instability in 
rectangular boxes of finite extent. The relationship between 
the flow patterns of the B6nard cells and the direction of an 
external magnetic field is discussed. When the magnetic field 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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revision received September 1993. Keywords: Natural Convection. Associate Tech- 
nical Editor: J. R. Lloyd. 

is horizontally applied, calculations show transition from 
transversal to longitudinal rolls as the magnitude of the field 
is increased. 

The case of a square cavity with vertical walls at constant 
temperatures, the horizontal walls being insulated, has been 
studied numerically by Ozoe and Maruo (1987). Results were 
obtained for 10 4 ~ Ra ~- 10 6, 1 -< Ha -< 103, and for Pr = 
0.054. A correlation equation was derived by those authors for 
the average heat transfer as a function of the Hartmann, Ray- 
leigh, and Prandtl numbers. The same problem was extended 
to the three-dimensional situation by Ozoe and Okada (1989). 
It was found that the convective flow can be mostly suppressed 
by the imposition of a horizontal magnetic field perpendicular 
to the heated vertical wall. However, a field horizontal but 
parallel to the heated surface was observed to be least effective 
in suppressing the circulation flow. Magnetohydrodynamic 
free convection of an electrically conducting fluid, in a rec- 
tangular enclosure (A = 1 and 2) with two side walls main- 
tained at uniform heat flux condition, has been studied by Ven- 
katachalappa and Subbaraya (1993). Numerical results show 
that with the application of an external magnetic field, aligned 
with gravity, the temperature and velocity fluids are signifi- 
cantly modified. For sufficiently large magnetic field strength 
the convection was found to be suppressed for all values of 
Grashof number. 

Recently, an analytical solution to the problem of buoyancy- 
driven flow in a two-dimensional shallow cavity with a transverse 
magnetic field has been proposed by Garandet et al. (1992). It 
was demonstrated that, in the high Hartmann number limit, the 
velocity gradient in the core was constant outside the two Hart- 
mann layers at the vicinity of the walls normal to the magnetic 
field. The recirculating part of the flow was studied by means of 
a series expansion. 

In this paper the effect of a transverse magnetic field on the 
natural convection, in an inclined fluid layer, is studied with a 
two-dimensional Navier-Stokes equation including Lorentz 
force terms. The thermal conditions are uniform heating and 
cooling through opposite walls. An analytical solution, valid for 
a shallow layer (A > 1 ), is developed using a parallel flow ap- 
proximation. The results of the analysis are also verified through 
numerical calculations. 

Journal of Heat Transfer FEBRUARY 1995, Vol. 117 / 121 
Copyright © 1995 by ASME

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Geometric Configuration and Set of Equations / 

The study domain is an inclined two-dimensional cavity of  [ 
dimensions L '  × H ' ,  and infinite extent in the z '  direction, as 

g 

shown in Fig. 1. The long sides are subjected to uniform heat 
l]ux q ', while the short end walls are adiabatic. A magnetic field / 
B '  is applied perpendicularly to the long sides. The thermophys- 
ical properties of the fluid at a reference temperature T~ are as- "" 
sumed to be constant, except for the density in the buoyancy term 
in the momentum equation (Boussinesq a p p r o x i m a t i o n ) . . . . . . .  B / / 

Neglecting the effect of Joule heating and viscous dissipation - - . ~ .  
¢ on heat transfer and also assuflaing that the induced magnetic field 

is very small compared to B ' ,  the governing equations for con- q / 
tinuity, momentum transfer, heat transfer, and electric charge H 
transfer are: 

0~'  --+(9'.v)9' 
Ot' 

v . 9 ' =  o (1) 

(2) . . . .  X + v V z 9  ' /3(T' T~)d 
Po Po 

OT' 
Ot----- 7 + ( ( ""  V)  T '  = aVZT ' (3) 

V ' ] ' = O  ] ' = a ' ( - V ~ ' + l ) ' x / J ' )  (4) 

In these equations, a ' stands for the electrical conductivity, ,I~' 
for the electric potential, and -V,I~' for the associated electric 
field. As discussed by Garandet et al. (1992),  for a two-dimen- 
sional case, Eq. (4)  for the electric potential reduces to V2~ ' = 
0. The unique solution is V,I;  = 0 since there is always an elec- 
trically insulating boundary around the enclosure. It follows that 
the electric field vanishes everywhere. 

The pressure terms appearing in Eq. (2) are eliminated in the 
usual way by taking the curl for both sides. In the two-dimen- 
sional frame of Fig. 1 the governing equations Eqs. ( 1 ) - (3) 
reduce to 

Ot V2~ + J ( ~ '  V2~)  = Ra Pr sin ~b ~ x  + cos ~b 

0v 
- Ha2 P r ~ x  + Pr V4~  (5) 

(6) 

I °•'~,,~.. : •~•° 

/ 
'...... / 

°"~,•_ t/ 

OT - -  + J(~,  T) = ~2T 
Ot 

y /y~, v ' 
/ 

<<, 

\ 

~.° 
I 

/ _/,j ":4 

Fig. 1 Definition sketch 

CONTROL 

VOLUME 

CORE REGION 

0 ~  0 ~  
u = -~--y v = - ~ x  (7) 

where J ( f ,  g)  = f~gy - fyg, 
The nondimensional groups appearing in these equations are 

the Rayleigh number Ra = g/3q ' L'  4/kau, the Hartmann number 
Ha = B ' L ' ( G ' / p o u )  In, and the Prandtl number Pr = u/a.  

Equations ( 5 ) -  (7) have been reduced to dimensionless form 
by introducing the following scales: 

( x , y )  = ( x ' , y ' ) / L '  ( u , v ) = ( u ' , u ' ) / ( a / L ' )  ] 

T =  (T '  - T ~ ) / A T '  A T '  = ( q ' L ' / k )  I (8) 

t = t ' a / L  '2 

where the symbols are defined in the nomenclature and primes 
denote dimensional variables. 

N o m e n c l a t u r e  

A = 
/~' = 

C =  

D a  = 

g =  
n t = 

Ha = 

j t 

k =  
Z ~ = 

Nu = 
p t  = 

Pr = 
q r  = 

R =  

aspect ratio = H'/L'  Ra = 
applied magnetic field 
dimensionless temperature gradi- Rac = 
ent along y direction T = 
Darcy number 
acceleration due to gravity T~ = 
height of the system 
Hartmann number = B ' L ' ( a' / A T '  = 
poU) ll2 
electric current A T  = 
thermal conductivity of the fluid 
thickness of  the system 
Nusselt number, Eq. (11) r~' = 
pressure u, v = 
Prandtl number = u/a 
constant heat flux x, y = 
magnetic Rayleigh number = Ra/ 
Ha 2 

Rayleigh number = (gflq'L'4)/ 
(kua) 
critical Rayleigh number 
dimensionless temperature = 
(T' - T~)/(q'L'/k) 
reference temperature at x '  = y '  
= 0  
characteristic temperature differ- 
ence = q'L' /k  
dimensionless temperature dif- 
ference at y = 0, (T<l/2.o) - 
T<-,,2,o)) 
velocity vector 
dimensionless velocities in x 
and y directions = (u ', v ' ) k ' l a  
dimensionless Cartesian coordi- 
nates = (x ' ,  y ' ) /L '  

a = thermal diffusivity of fluid me- 
dium 

/3 = coefficient of thermal expansion 
of fluid 

0 = dimensionless temperature 
u = kinematic viscosity 

'/90 = density at temperature Td 
a '  = electrical conductivity 
,I>' = electric potential 
q~ = angle of inclination of  the enclo- 

sure 

Subscript 
C = critical value 

Superscript 
' = dimensional variables 
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The thermal boundary conditions are where 

0T 
x = _ + 1 / 2  ~ x  = 1 (9a)  

OT 
y =  ± A / 2  ~ y  = 0  (9b) 

• where A = H ' / L '  is the enclosure aspect ratio. 
The hydrodynamic boundary conditions are 

0~P 
x = _ + 1 / 2  ~ = ~ x  = 0  (10a) 

0 ~  
y =  ± A / 2  kit = ~ y  = 0  (10b) 

Equations ( 5 ) - ( 7 )  together with boundary conditions ( 9 ) -  
(10) complete the formulation of the problem. The governing 
parameters are Ra, Ha, Pr, A, and ~b. 

The heat transfer rate across the system can be expressed in 
terms of a Nusselt number at y = 0, defined as 

where 
1 

Nu = - -  (11) 
A T  

where AT = (T~ t/z.o) - Tc-,J2.o)) is the dimensionless temperature 
differences between thermally active walls. 

A n a l y t i c a l  S o l u t i o n  

An approximate solution to the present problem can be ob- 
tained on the basis of the parallel flow approximation developed 
by Cormack et al. (1974) and used by Bejan and Tien (1978), 
Vasseur et al. (1987, 1989), and Sen et al. (1987, 1988). This 
approximation, valid for shallow cavities (A > 1 ), suggests that 
the velocity and temperature distributions in the core region of 
the fluid layer are of the form 

• (x, y)  -~ ~ (x )  (12) 

T(x,  y) ~ Cy + O(x) (13) 

where C is an unknown but constant temperature gradient in the 
y direction. Because of the turning flow at the end regions, the 
boundary condition, Eq. (9b),  cannot be exactly satisfied by the 
parallel flow approximation. Taking • = 0 at x = _+ 1/2, how- 
ever, assures that the net flow in the y direction is zero. Instead 
of specifying thermal conditions at the ends, an equivalent energy 
flux condition is used (Bejan, 1983): 

p,/2 I 
C = J _  vO dx (14) 

112 y 

Using the approximations (12) and ( 13 ), the steady-state form 
of the governing Eqs. (5) and (6) can be reduced to ordinary 
differentia ! equations 

d4v 

dx 4 - - -  - Ha d x  2 @ RaCy sin ~b = 0 (15) 

d20 
= C v  (16) 

dx 2 

Solutions to Eqs. ( 15 ) and (16) satisfying boundary conditions 
(9a)  and (10a)  are 

v = B ( sinh dx cos ex - ao cosh dx sin ex ) (17) 

0 = Bflo(ao sinh dx cos ex + cosh dx sin ex) 

vHa 2 
+ Cx cot ~b (18) 

2 Ra sin 

Ha Ha 2 R~aC sin 4, d=-~--(7+ 1 e=---~-~/y- 1) "Y=Ha--- i 

B =Ha2T( I  + C c ° t q b )  [ 3 = ~ f ~ -  1 [30-  Ha2[3 
2CD 2 Ra sin q~ 

(19) 

D = a~ cosh d/2  cos e/2 + a2 sinh d/2 sin e/2 

a o = c o t e / 2 t a n h d / 2  aj = d + eao a2 = e - dao 

To obtain an equation for the constant C, condition (14) to- 
gether with Eqs. ( 1 7 ) - ( 1 9 )  can be used to give 

B2Ha 2 
[ ( l  - Oto2)F + 2a0G + (1 + ao2)H 

8RaC sin ~b 

2B cot ~b [ 4 d e ]  
D d2 e----~E + 1 = 0  (20) + 2ao(B - ao)] + ,yHa------ 5 -  + 

E = a0 sinh d/2 cos e/2 + cosh d/2 sin d 2  

F = [31 sinh d cos e + 32 cosh d sin e 

G = t2 sinh d cos e - [3~ cosh d sin e 

de - e sinh d + d sin e 
H =  

de 

4d 2 4e ( 3 d 2  _ e 2  ) [31 - y ~ a  4 (d - 3e z) [32 - yHa 4 

Equation (20) can readily be solved numerically to obtain C 
for given values of Ra, Ha, and ~b, after which the velocity and 
temperature distributions are given by Eqs. ( 17 ) -  (19).  

Substituting Eq. (18) into Eq. (12) yields the Nusselt number 
a s  

1 
Nu = ( 2 1 )  

2BE[3o - C cot ~b 

It is noticed that this approximate solution is independent of 
the Prandtl number. This is a consequence of the parallel flow 
approximation (A >> 1 ) for which the inertia terms (the left-hand 
terms in Eq. (5))  are identically nil. The resulting approximate 
governing Eqs. (15) and (16),  and the corresponding solution, 
are thus independent of Pr. Nevertheless, the fact that the present 
solution is independent of Pr does not imply that it is valid for 
any value of Pr. In fact, it has been demonstrated in the past, on 
scaling grounds, by Gill (1966) and more recently by Patterson 
and Imberger (1980), that the inertia terms in Eq. (5) are neg- 
ligible for Pr = O ( 1 ) or greater fluids. Consequently, the present 
solution is valid implicitly for Pr >- 1. Thus, it is expected to be 
valid in the case of ionized gases (Pr -~ O( 1 )) but not for liquid 
metals (Pr ~ 1) for which the inertia terms are known to be 
important and the parallel flow approximation inadequate. 

1 The Vertical System. The case of a vertical layer (ff = 
90 ° ) is considered in this section. Of particular interest is the 
boundary layer regime for which Ra ~ oo. An asymptotic analysis 
of Eqs. ( 1 7 ) - ( 2 1 )  shows that the flow and temperature fields 
and Nusselt number are given respectively by 

v : ~/-~- ~ sinh dye  -~" (22) 

vHa: 2e cosh d~Ve ~ (23) 
T = C y  - - ~ -  + x/C Ra 
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1 
Nu - (24) 

4e(C Ra) -'/2 

2e(RaC) 5/2 
1 (25) 

Ra2[Ha 2 + R~aC] 

where 2- = (x - ½) and 

d = ½[Ha 2 - 2 R~aC] 1/2 

e = ½[Ha z + 2 R~aC] ,/2 

Equations (22) - (25) can be considered for the two following 
limits: 

( i ) The Low Hartmann Limit: Ha ~ I. In the low Ha limit 
an asymptotic analysis of this solution shows that the flow and 
temperature fields and Nusselt number are given respectively by 

v = ( 2~)3e -d~ ' s in  d2- (26) 

1 
T = - ~ y +  e- 'Wcosd2- (27) 

d 
Nu = - (28) 

2 

Ra 2 
d 9 = - -  (29) 

32 

which is in agreement with the results obtained by Kimura and 
Bejan (1984) for the boundary layer flow within a vertical fluid 
layer in the absence of a magnetic field. 

( ii ) The High Hartmann limit Ha >> 1. An asymptotic anal- 
ysis of Eqs. ( 2 2 ) - ( 2 5 )  when Ha >> 1 yields the following re- 
suits: 

v = p3/2(e-P~= - e -na'~) (30) 

1 
T =  y + - e  -p~= (31) 

Nu = ~ ( 3 2 )  
2 

p = Ra2/SHa -4/s = R 2/5 (33) 

The velocity profile, Eq. (30),  indicates that the effect of vis- 
cosity, in the high Hartmann limit, cannot be neglected in a thin 
layer of thickness Ha -t near the solid boundary. 

In fact, the solution of Eq. (15),  in the absence of the viscous 
term d4v/dx 4, yields the following velocity profile: 

V = p3/2e-P'~ (34) 

while Eqs. (31 ) - (33) remain the same. Corresponding to the 
neglect of viscosity, Eq. (34) does not satisfy the boundary con- 
dition'v = 0 at x = 0. 

It is interesting to mention that Eqs. (31 ) - (34) are equivalent 
to the results predicted by Bejan (1983) while solving the bound- 
ary layer equations, for the case of a vertical porous layer, using 
Darcy's model, i.e., for a low-porosity porous medium. In fact, 
there is an analogy between the bulk resistance exerted by the 
magnetic drag in a fluid layer and the bulk resistance exerted by 
the solid matrix in a fluid saturated porous layer. 

In the case of porous medium, R is a Darcy-Rayleigh number 
defined as 

g~KL '2q ' 
R - (35) 

kay 

where K is the permeability of the porous medium. 

In the present problem, the retarding effect of the magnetic 
field is equivalent to that resulting from the presence of a solid 
matrix in a porous medium having a permeability 

L '2 
K -  Ha 2 - B ' o "  (36) 

Hereafter, R = Ra/Ha 2 will be referred to as the magnetic 
Rayleigh number while the solution to Eq. (15),  for Ha ~ oo and 
in the absence of viscous boundary effects, is the asymptotic 
solution. It is noted that the effect of the Hartmann number Ha 
in the present problem is similar to that of the Darcy number Da 
= K/L  '2 in a porous medium. From Eq. (36) it is seen that both 
numbers are related by Ha = (Da)-J/2. 

2 The  Hor izonta l  Sys tem Heated  F r o m  Be low.  The par- 
ticular case of a horizontal system heated from below can be 
deduced by expanding this solution for small ~b, or more simply 
by solving the governing Eqs. ( 5 ) - ( 7 ) f o r  ~b = 0. This yields 

R a C [  sinh ] (37) _ _  n a x  
u =  Ha 2 x 2 s i n h H a / 2  

RaC2 [_~ (1  coth Ha/2~ 
0 = 2~a2  - x  ~ Ha J 

sinh Hax 1 
Ha 2sinh Ha/2 + x (38) 

+ Ha 2 5 1  - Raz,/Ha 2 
C 

Ra V z2 

1 
N u -  

RaC 2 
1 - Ha--- 7- z~ 

(39) 

(40) 

where 

1 coth Ha/2 1 
z~ 12 2 H - - a  - - +  Ha 2 

(41) 

- 1  2 
Z2 = ~ + + Ha 4 lZU 

(sinh Ha - Ha) 
8Ha 3 sinh 2 Ha/2 

coth Ha/2 2 
+ ~ 2 ~  (Ha - 6) 

coth 2 Ha/2 
4Ha 2 

(42) 

Equation (39) indicates that when the Rayleigh number Ra is 
below a critical value Rac, C = 0, i.e., the fluid is at rest and 
heat transfer is through conduction alone. However, when Ra is 
above Rac, there are two convective solutions representing 
clockwise and counterclockwise circulations. Substituting Ra = 
Rac and C = 0 into Eq. (39) it is found that the critical Rayleigh 
number for the onset of motion is given by 

Ha 2 
Rac = (43) 

zi 

This prediction of the critical Rayleigh number is correctly 
obtained from the present parallel-flow analysis because the con- 
vection that occurs under the present thermal boundary condi- 
tions is at zero wave number (Sparrow et al., 1964). 

( i ) The low Hartmann limit Ha ~ 1. In the low Ha limit, 
a power series expansion of these equations gives 

RaC 
U = ~ (4X 3 -- X) (44) 

T = C y + x  1 - - ~ -  x 4 - ~ x  + (45) 
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1 
C = _+ Ra ~/504(Ra - 720) (46) 

1 
Nu - (47) 

504 
3/10 + - -  

Ra 

Rac = 720 (48) 

which are identical to the equations obtained by Vasseur et al. 
(1987) in the absence of a magnetic field. The critical Rayleigh 
number was given by Sparrow et al. (1964). 

( ii ) The High Hartmann limit: Ha >> 1. As Ha ~ ~ an 
asymptotic analysis of Eqs. (37) to (42) yields 

RC [ e "a(-'-ll2) ] 
u=--~--  2 x ; 0 ~ - x - <  112 (49) 

[ R C 2 4 2  ] 
T = C y + x  1 + - ~ - (  x - 3 )  (50) 

C = ~ x/10(R - 12) (51) 

1 
Nu - (52) 

1/6 + IO/R 

Rc = 12 (i.e., Rac = 12Ha 2) (53) 

The asymptotic solution, obtained by solving Eq. (15) in the 
absence of the viscous term d%/dx 4, yields 

RC 
u = ~ x (54) 

which corresponds to the linear velocity profile predicted by the 
Darcy model for a porous layer. Also, it is noted that in the case 
of a horizontal porous layer heated from below by a constant heat 
flux, a critical Rayleigh number Rc = 12 was predicted by Nield 
(1968) on the basis of a linear stability theory. 

Numerica l  Method 
The numerical solution of governing Eqs. (1) to (3) is ob- 

tained by using a finite-difference procedure-- the SIMPLER 
method (Patankar, 1980). The control volume formulation used 
in this algorithm ensures continuity of the convective and dif- 
fusive fluxes as well as overall momentum and energy conser- 

vation. The computer code was validated with the limiting so- 
lution obtained by Vasseur et al. (1987) in the absence of the 
magnetic drag (Ha = 0). The comparison was observed to be 
very good with a maximum deviation with less than 1.5 percent. 

The hybrid scheme was used and various tests showed that 41 
× 61 grids were generally adequate to describe correctly the flow 
and heat transfer. However, grids of 61 × 81 were also used at 
high Ra numbers to obtain the flow details near the boundaries. 
A staggered grid was used for velocity to avoid wavy pressure 
and velocity fields. The relaxation parameter was varied from 0.4 
for small Ra numbers to 0.05 for large Ra. The number of iter- 
ations was between 100 and 500 depending on Ra and Ha num- 
bers. The convergence criterion was based on the corrected pres- 
sure field. When the corrected terms were small enough the com- 
putation was stopped. The following criterion convergence was 
used: 

/max jmax 
~ If01-< ¢ (55) 

i-I j=l 

where rij is the source term in the pressure correction equation 
and e -~ 0.00001. 

In the absence of a magnetic field it has been demonstrated by 
Vasseur et al. (1987) that the parallel flow approximation gives 
a reasonable prediction for the flow and heat transfer provided 
that the aspect ratio is made greater than 2. For this reason all 
the numerical results presented here were obtained for a cavity 
with A = 4. Also the Prandtl number was fixed at Pr = 0.72 and 
the results are expected to be valid for Pr ~ 1 since the problem 
is weakly dependent on this parameter as long as it is of order 
one or greater (Gill, 1966; Kimura and Bejan, 1984; Vasseur et 
al., 1987). Thus, in the limit of a thin layer the problem is only 
governed by three parameters: Ra (or R),  Ha, and ft. The effects 
of these parameters on the flow and temperature fields will now 
be discussed. 

Results  and Discuss ion 

In this section, some representative results are presented to 
illustrate the effects of the various controlling parameters. Both 
the cases of vertical (~  = 90 °) and horizontal (~  = 0 °) cavities 
will be first presented. Then, the effect of the inclination angle ~b 
will be discussed. 

Figure 2 illustrates typical streamline and isotherm patterns for 
a vertical cavity (~b = 90 °) for Ra = 106 and Ha = 0, 20, and 
100, respectively. Figure 2 (a )  shows the results obtained with 

\ 

%...-0.27----~ 

k..~---0.18-~-~ 
~...---_0.27~-~ 

! 
~--- -0 .40--~ 

~0.30~ 

 -o.2o  

I 

Fig. 2 Numerical solution for the flow and temperature fields for a vertical cavity, Ra = 108: (a) Ha = 0, ~I'm~x 
= 6.59; (b) Ha = 20, OJm,x = 5.34; (C) Ha = 100, @max = 2.67 
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Fig. 3 (a) Numerical solution for the flow and temperature fields for a vertical cavity, R = 500, (a) Ha = % 
LI, max = 4.25; (b) Ha = 20, ~I'm.x = 3.84; (c) Ha = 1, ~max = 0.78 

Ha = 0, i.e., in the absence of a magnetic field. This situation 
has been studied in the past by Kimura and Bejan (1984) and 
Vasseur et al. (1987). The resulting flow regime is characterized 
by a boundary layer of constant thickness and a motionless fluid 
in the core region of the cavity. Also, the parallelism of the flow 
and the existence of a linear thermal stratification, as postulated 
in the analytical solution of the preceding section, are clearly 
illustrated by the flow and temperature patterns of Fig. 2(a).  
These features, which differ considerably from those observed in 
a slot with isothermal walls, result from the constant heat flux 
boundary conditions considered here. The retarding effects of 
magnetic drag on the present flow pattern are demonstrated in 
Fig. 2(b, c) for Ha = 20 and 100, respectively. It is seen that 
for a given Ra, as the Hartmann number is increased, the con- 
vective circulation within the cavity is more and more inhibited. 
Thus ~tX/ma x = 6.59 for Ha = 0, 5.34 for Ha = 20, and 2.67 for 
Ha = 100. 

Another way to look at this problem is to vary the Hartmann 
number Ha for a fixed value of the magnetic Rayleigh number 
R. This is illustrated in Figs. 3 ( a - c )  for R = 500 and Ha = 
o% 100, 20, and 1, respectively. The case with Ha = ~,  Fig. 
3 (a) ,  was obtained by solving numerically the governing Eq~ 
(5) in the absence of the viscous terms (i.e., ~74~ = 0). For 
this asymptotic situation, the only resistance to the flow is due 
to the retarding effects of the magnetic drag. By analogy with 
a porous medium, this corresponds to the case of a pure Darcy 
medium, characterized by a low porosity. In such a medium, 
the viscous terms, responsible for the boundary effects, are 
negligible and the only resistance to the flow is due to the 
presence of the solid matrix. Naturally, for such a model, due 
to the neglect of the viscous terms, the fluid is "allowed" to 
slip on a given solid boundary. In general, when the viscous 
effects are accounted for, this asymptotic limit will be reached, 
for a given value of R, provided that Ha is made large enough. 
Naturally, as Ha is decreased, the boundary effects on the flow 
become more and more important and slow down the fluid in 
the neighborhood of the walls. This is illustrated in Figs. 3 (b, 
c) where the streamlines are observed to become more and 
more sparsely spaced near the solid boundaries. As a result, 
the overall strength of the circulation is considerably reduced 
with a decrease of Ha. Thus ~m~x = 4.25 when Ha = o% 
~max = 3.84 when Ha = 20, and ~max = 0.78 when Ha = 1. 
This follows from the fact that the boundary frictional resis- 
tance becomes gradually more important as Ha decreases and 
adds to the bulk drag induced by the magnetic field. By anal- 

ogy with a porous medium, this situation is similar to the one 
predicted by the Brinkman-extended Darcy model (with Da 
= Ha -2) for which the no-slip boundary c'ondition is consid- 
ered (see for instance Vasseur et al., 1987). 
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IXl 

Fig. 4 The velocity and temperature profiles at midheight o f  a vertical 
enclosure as a function of the Hartmann number Ha for R = 300: (a) ve- 
locity; (b) temperature 
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Fig. 5 Effect of the Hartmann number Ha on the Nusselt number for a 
vertical cavity for R = 100, 200, and  300 
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Figures 4(a,  b) show the vertical velocity and temperatures 
profiles at midheight of the cavity for R = 300 and various values 
of Ha. The present analytical solution, depicted by solid lines, is 
seen to agree well with the numerical results. In general, Fig. 
4(a)  indicates that the velocity increases from zero at the wall 
to a peak, in a region called viscous sublayer, and then drops 
back to zero at the center of the cavity (x = 0.5). All the curves 
for the temperature profiles, Fig. 4(b),  have a constant slope at 
x = 0 since a constant heat flux is imposed on the thermally active 
walls. With the asymptotic solution (Ha ~ ~) ,  the thickness of 
the viscous sublayer is nil since, due to the neglect of the viscous 
effects, the peak velocity is located on the wall. The only resis- 
tance to the flow is the magnetic drag; the convective motion 
within the cavity is maximum. Figures 4(a ,  b) indicate that, for 
Ha -> 100 the asymptotic solution is a good approximation for 
this limit. However, as the value of Ha is decreased, the boundary 
frictional resistance becomes gradually more important and adds 
to the bulk magnetic drag. The position of the maximum velocity 
shifts away from the wall, resulting in a thicker viscous sublayer, 
the strength of the flow circulation is reduced, and the tempera- 
ture of the wall increases significantly. Hence, when Ha = 1, the 
convective motion is very weak and the temperature profile is 
almost that of a pure conduction regime. 

In Fig. 5 the Nusselt number is plotted against the Hartmann 
number for R = 100, 200, and 300. The Nusselt number is nor- 
malized with respect to R 2/5, i.e., half the value predicted by the 
asymptotic solution (Ha ~ oo), Eq. (32). When Ha is high 
enough (Ha -> 103), i.e., when the only resistance to the flow is 
due to magnetic drag, all the curves tend asymptotically toward 
N u / R  2/5 = 0.5. As the Hartmann number is decreased, the value 
of the heat transfer drops significantly since the convective flow 
is progressively inhibited by the combined action of the magnetic 
drag and the viscous boundary effects. When Ha is low enough, 
the only resistance to the flow results from the boundary effects 
and the pure viscous fluid solution, Eq. (28) is recovered. 

The case of a horizontal fluid layer (qb = 0 °) heated from below 
will now be discussed. Plots of u* = u / R C  are given in Fig. 6 
for various values of Ha. The asymptotic solution for Ha ~ oo is 
the linear velocity profile predicted by Darcy's law in the case 
of a porous layer with a low porosity (Vasseur et al., 1989). For 
Ha = 100, Fig. 6 indicates that a constant velocity prevails ev- 
erywhere in the cavity except in a thin layer (Hartmann layer) 
near the wall where the effect of viscosity cannot be neglected. 
As Ha decreases the thickness of the Hartmann layer increases 
progressively, giving rise, for low values of Ha, to the cubic 
profiles reported in the literature for a fluid layer in the absence 
of magnetic force (Bejan and Tien, 1978). The results of Fig. 6 
are similar to those obtained by Garandet et al. (1992) for the 
case of a horizontal fluid cavity, heated isothermally from the 
sides, with a transverse magnetic field. 

IXl 
Fig. 6 Normalized velocity profiles in a horizontal cavity as a function of 
the Hartmann number Ha 

The dependence of the Nusselt number Nu on Ra and Ha for 
a horizontal cavity heated from below is presented in Fig. 7. For 
this situation it has been demonstrated that the critical Rayleigh 
number for the onset of convection was given by Eq. (43). Thus, 
for each Hartmann number considered in Fig. 7 Nu ~ 1 (pure 
conduction solution) as Ra --~ Rac. In the absence of a magnetic 
field (Ha = 0) Rac = 720 while it is 127496.81 when Ha = 100. 
For a given Ha, after the onset of convection, the heat transfer is 
seen to increase first sharply with Ra. However, for large values 
of Ra each curve in Fig. 7 is seen to tend asymptotically toward 
Nu = const. This result is a consequence of the particular thermal 
boundary conditions considered here. For Ha = 0 the asymptotic 
value Nu = 10/3 was obtained in the past by Vasseur et al. 
(1989). An increase of Ha results in an increase of this asymp- 
totic limit. 

Figure 8 presents the results for Nusselt number Nu as a func- 
tion of the angle of inclination ~b for R = 500 and various Ha. 
The Nusselt number is maximum, independently of the inclina- 
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Fig. 7 Nusselt number as a function of the Rayleigh number Ra for se- 
lected values of the Hartmann number Ha for a hodzontal cavity heated 
from below 
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F i g .  8 E f f e c t  o f  inclination angle ~ and the Hartmann number Ha on the 
Nusselt number Nu for R = 5 0 0  

tion, for the asymptotic limit. As discussed earlier, for Ha ~ c¢ 
the only resistance to the flow is due to the magnetic drag and 
the resulting convective heat transfer is maximum. As the value 
of Ha is decreased, the heat transfer is reduced, for a given in- 
clination ~b, since the viscous effects add to the magnetic drag to 
slow down the fluid circulation within the cavity. Thus, when Ha 
= 1 the Nusselt number approaches unity, indicating a pure con- 
duction regime. For a gi~,en Ha it is observed from Fig. 8 that, 
as qb increases from 0 to 180 °, Nu starts to increase with ~, passes 
through a peak, and begins to decrease. A similar trend has been 
observed in the past for an inclined fluid layer in the absence of 
magnetic force (Vasseur et al., 1987). 

Conclusions 
The purpose of this work was to study the two-dimensional 

natural convection in an inclined cavity under a uniform trans- 
verse magnetic field. An approximate analytical solution was de- 
veloped, in the limit of a thin layer (A >> 1 ), that predicts the 
dependence of the Nusselt number on the Rayleigh and Hartmann 
numbers and the angle of inclination of the layer. The main con- 
clusions of the present analysis are: 

(i) An analogy exists between the flow in a fluid layer, sub- 
jected to a transverse magnetic field, and the flow in a fluid- 
saturated porous layer modeled according to the Brink.man-ex- 
tended Darcy equations. The retarding forces~ exerted by the 
magnetic drag, play a role similar to the flow resistance due to 
the presence of the solid matrix in a porous medium. Moreover, 
the high Hartmann limit (Ha ---~ oo), where the viscous boundary 
effects can be neglected and the only resistance to the flow results 
from the magnetic drag, is equivalent to the Darcy limit (Da 
0) in a porous medium with a low porosity, where also the bound- 
ary effects are negligible and the only resistance to the flow is 
exerted by the solid matrix. In both cases, as Ha decreases (or 
Da increases) the boundary frictional resistance becomes grad- 
ually more important and adds to the bulk resistance induced by 
the magnetic drag (or by solid matrix). For sufficiently low val- 
ues of Ha (or high values of Da) the pure fluid situation is re- 
covered. 

( i i )  In the case of a vertical enclosure the heat transfer in the 
boundary layer regime varies with R 2/s in the high Hartmann 
limit. This result is in agreement with the finding of Kimura and 
Bejan (1984). In the low Hartmann limit it varies with R 2t9 as  

predicted by Bejan (1983) for a fluid layer in the absence of a 
magnetic field. 

This perfect analogy with the Brinkman porous layer is in 
fact restricted to parallel flow, that is, to flow with only one 

velocity component, this latter being at nonzero angle with the 
magnetic field. As a matter of fact, the magnetic resistance 
occurs only in a direction perpendicular to the magnetic field 
so that an "infinite permeability" exists for the velocity com- 
ponent parallel to the magnetic field. The u '  velocity com- 
ponent of Fig. 1 is parallel to the magnetic field and differs 
from zero only in the end region (termed control volume in 
that figure). As observed numerically, the shear layers near 
the short end walls of the cavity are sometimes characterized 
by relatively high velocities (see for instance Fig. 2c) .  Finally 
one must also bear in mind that Brinkman flows are inertia- 
free whereas some inertia effects are present for general non- 
parallel fluid flows with curved streamlines. 

( i i i )  The effect of the magnetic drag on the critical Rayleigh 
number for the onset of motion in a horizontal layer heated from 
below is predicted by the present theory. Here again the actual 
results follow the trend obtained in the past for a porous layer 
modeled according to the Bfinkman-extended Darcy equations. 

The main features of the approximate analytical solution have 
been tested by a numerical solution of the full governing equa- 
tions in the range 0 --< R ~ 500, 1 -< Ha ~ 500, and 0 ~ ~b _< 
180 deg. A good agreement was found between the parallel flow 
approximation and the numerical simulation. 
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Study of Natural Convection in 
an Enclosure Bounded by Two 
Concentric Cylinders and Two 
Diametric Planes 
The two-dimensional heat transfer induced by free laminar convection in an enclosure 
is numerically investigated in this work. A constant wall heat flux is applied on the 
inner cylinder while the outer is maintained at an uniform temperature, the others walls 
being adiabatic. The influence of  the modified Grashof number (102 -< Gr -< 106) and 
an aspect Fr on convective motion and heat transfer is examined. A comparison of  the 
heat transfer between different fluids such as air, ammonia-liquid, and carbon dioxide- 
liquid is also displayed. Holographic interferometry is used to visualize the temperature 

field within the enclosure and to confirm the two-dimensional behavior of  the convective 
flow. The results show that maximum heat transfer is found for  Fr = 1, when the Grashof 
number is up to 103, and the conduction regime is reached for  a modified Grashof 
number less than 10 7. On the other hand, the average Nusselt number increases with 
the Prandtl number, Fr = 1. 

I Introduction 
The study of convective heat transfer in cavities is of consid- 

erable interest, in connection with a great variety of problems in 
industrial engineering. The annular enclosure is of particular sig- 
nificance because of its applications as thermal exchanger for 
energy conversion. Examples of possible applications include the 
study of the heat waste of hot fluid in industrial heating and 
sterilization processes. 

Many mathematical correlations suitable for engineering pre- 
diction of heat transfer rates are available for the case of transient 
or steady-state regimes in rectangular shapes (Wilkes and Chur- 
chill, 1966; Samuels and Churchill, 1967; Torrance, 1968; 
Kublbeck et al., 1980; Chadwick et al., 1991) or enclosures 
bounded by two concentric cylinders (Mack and Bishop, 1986; 
Kuehn and Goldstein, 1976a, 1976b; Rao et al., 1985; Tsui and 
Tremblay, 1984; Ranganathan, 1988; Castrejon and Spalding, 
1988). Most of the investigations so far are for the plain annuli 
or for annuli with radial spacers (Shilston and Probert, 1978; 
Kwon et al., 1982). In these works, the authors studied generally 
the influence of the Grashof number and the ratio of radii. A few 
investigations are on partial sector-shaped enclosures. A1-Ani 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
1992; revision received February 1994. Keywords: Enclosure Flows, Natural Con- 
vection, Numerical Methods. Associate Technical Editor: Y. Jalufia. 

and Nansteel ( 1993 ) studied experimentally a fluid-filled partial 
circular sector where the radial surfaces were heated and cooled 
isothermally, while the remaining circumferential surfaces were 
insulated. 

In the present study, the investigations are on an identical par- 
tial sector, which is symmetric with respect to the vertical axis 
and is subjected to different boundary conditions (Fig. 1 ). The 
purpose of the present paper is to report an investigation of tran- 
sient laminar natural convection in this enclosure and to study, 
more particularly, the influence of the angle between the two 
insulated diametric planes. 

A conformal transformation (Lavrentiev and Chabat, 1972) is 
used to reduce the curvilinear enclosure into a rectangular field, 
in order to facilitate writing the expression for the boundary con- 
ditions. The governing equations are formulated in terms of vor- 
ticity and stream function and are solved with the aid of the ADI 
method (Wilkes and Churchill, 1966; Samuels and Churchill, 
1967; Torrance, 1968; Kublbeck et al., 1980; Peaceman and 
Rachford, 1955; Vafai and Javad, 1991; Carnahan et al., 1969; 
Nogotov, 1978; Roache, 1982). 

II Problem Statement and Governing Equations 
Viscous dissipation, thermal radiation, and compressibility ef- 

fects are neglected. The fluid properties are constants, except the 
density in the motion equation, the variation of which is treated 
by using the Boussinesq approximation. We assume that the 

130 / Vol. 117, FEBRUARY 1995 Transactions of the ASME 
Copyright © 1995 by ASME

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



problem is laminar and two dimensional  and the study is per- 
formed in a plane orthogonal to the cylindrical axis. 

An adapted conformal mapping is used to transform the cur- 
vilinear enclosure into a rectangular domain. Considering the fol- 
lowing expressions: 

f ( z )  = log ( ~ ) = q b ( x , y ) + i ~ b ( x , y ) ,  

with z = x + i y  and i 2 = - 1 ,  (1)  

the governing equations can be formulated with respect to (~b, 
~b) coordinates. 

Since the present study is concerned essentially with the ef- 
fects of heat flux on the convective flow, it is convenient  to in- 
troduce the following set of dimensionless variables: 

b E Gr  -1~2 Q /) Gr ~2 
~ - - - w ,  ~ = - - ,  t =  t ~., ~, b 2 

b Gr -t/4 b Gr  -114 
O - - - u ,  ~ - - - v ,  

= g l  ~b3 Gr -3/4 
uZ ( T -  T2) (2 )  

where U, V, and T, respectively, denote the velocity components  
and the temperature of the fluid. T2 is the temperature of the 
outer cylinder;  Gr is the modified Grashof  number ;  w and f~ are, 
respectively, the vorticity and the stream function; b is the char- 
acteristic length of the problem. 

The use of the vorticity and stream function allows us to write 
the differential system of equations as: 

= - - -  + ( 3 )  e24' k ~  O~b 2 ] 

Ou~r cyliauler~l x 

Atliaba~ic laban w'all 

Fig. 1 Enclosure geometry 

G (OT O:F ) 1 ( 0 2 F  02F~ 
=e-- ~ ~ c o s q , - ~ s i n ~ b  +pe2------~\O¢ 2 +Oq/2 ] (4 )  

with: 

1 0 ~  1 OrS 
0 -  and V -  (5 )  

e ¢ 0~b e '~ cgq~ 

F = ~, G = 1, and P = 1 for motion equation; F = T, G = 0, 
and P = Pr for energy equation. 

The preceding set of dimensionless equations is subjected to 
the following initial and boundary conditions, ¢ and tp being the 
dimensionless coordinates, respectively, in the vertical and hor- 
izontal transformed field: 

t = O ,  for ¢ , ~ ) ~ N ,  Illl~y~l]lM:~(~,~b,O)=O, 

~(q~, ~, 0)  = 0, T(qb, ~b, 0)  - g/~b3Gr-3/4 (TO - T2)  (6 )  
./j2 

N o m e n c l a t u r e  

a = parameter in conformal transfor- 
mation (1), m 

b = characteristic length = a Gr TM, m 
Dh = hydraulic diameter, m 

F = symbolic function for vorticity or 
temperature 

Fr = aspect ratio defined in the trans- 
formed field (Eq. (17)) 

g = acceleration due to gravity, m s -2 
G = symbolic parameter  in parabolic 

Eq. (4) 
Gr = modified Grashof  number  = 

gflba ql/(u2k) 
m = integer 
n = time increment 

Nu = Nusselt  number  (Eq. (8)) 
p = iteration number  
P = symbolic parameter  in parabolic 

Eq. (4) 
Pr = Prandtl number  = u/a 
q* = heat flux, W 
q l  = heat flux density imposed on in- 

ner cylindrical wall, W m -2 
R = radius of cylinder, m 

Re, = horizontal cell Reynolds number  
= I O IP exp(6k)A~b 

Re~ = vertical cell Reynolds number  = 
[ 91P exp(q~k)A~b 

T = temperature, K 
TO = initial temperature, K 
T2 = temperature of outer cylin- 

drical wall, K 
t = time, s 

u, v = velocity components  in Car- 
tesian system, m s -t 

U = horizontal velocity compo- 
nent  in the transformed field 
= (1/ae~)(-y(~/Ox) + x(O/ 
Oy ) )Fl 1 = 

V = vertical velocity component  
in the transformed field = cond = 
-(1/ae~)(x(a/Ox) + y(O/ dim = 
Oy ) )f~ j, k = 

x, y = coordinates in Cartesian 
system, m 

z = complex variable M = 
a = thermal diffusivity, m 2 s -~ max = 
fl = coefficient of thermal ex- n, N = 

pansion, K - '  
6[, = Kronecker symbol opt = 
At  = time increment,  s 

A~b, A~b = grid spacings i n f a n d  y di- Signs 
rections, respectively X = 

3' = relaxation factor in S.O.R. X = 
algorithm (Eq. (10)) 

u = kinematic viscosity, m 2 s -l  

~b = dimensionless coordinate in 
vertical t ransformed field 

~b = dimensionless coordinate in 
horizontal transformed field 

~2 = stream function, such that u = 
a~2/Oy and v = -OfYax, m 2 s -~ 

w = vorticity = (Ov/Ox - Ou/Oy), s-' 

Subscripts/Superscripts 
0 = value at initial t ime 

value on inner cylinder or on 
right adiabatic wall 
due to pure conduction 
dimension value 
space subscripts of grid points 
in y and f directions, respec- 
tively 
value on left adiabatic wall 
maximum value 
time superscript and value on 
outer cylinder, respectively 
opt imum 

average value 
dimensionless value (Eq. (2)) 
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where TO is the initial temperature of the system. 

7>0 :  

0(~b, 0, t) = ~?(~b, 0, 7) = 0, fi(~b, 0, 7) = const for 

~=4~,, ¢ = ¢ ~ ,  0 = 0 , ,  0=0M 
1 (Oz~(qb, O, 7) 02~($, _~, 7)'  / 

~(~b, 0, 7) - exp(20)  \ ~ i  + 0 0 :  ] 

for ~b=~b~, ~b=~bN, 0 = 0 1 ,  0 = 0 M  

0~( 0,, 0, 7) 
-- --exp(q~l), T(q~N, 0,7)  = /~2 = 0, 

0~P(~b, Ot, 7) _ 07~(~b, 0u,  7) _ 0 (7) 
00 o0 

The Nusselt number on the active walls may be expressed in 
terms of dimensionless variables as 

q* (-1)bkN(¢ N -- ¢ 1 )  O T ( ¢ k ,  I~) 
Nu(~bk, O) - - -  

qg.~ A~(¢,, 0) 00 

- -  1 f f ~  and Nu(~b,) - (Om - ~b , )  Nu(¢k, 0 ) d 0  (8) 
I 

with: 

A~(¢k, 0) = (~(¢N, 0) - T(¢,, 0))6~ 

+ (T($ , ,  0)  - T(¢z,  0))6~ ' 

6~= 1, 6~ , . k=0  and k , k ' =  {1, N} 

I I I  N u m e r i c a l  A n a l y s i s  

A rectangular network of N nodes along the ~b axis and M 
nodes along the 0 axis is used to establish grid points, with A~b 
and A 0 as grid spacings: 

~bk=q~ + ( k -  1)Aqb and 0 j = 0 t  + ( J -  1 )A0  (9) 

The time is expressed by: } ~ = na t .  
In order to solve the elliptic stream function Eq. (3),  the 

method of successive over-relaxation (Bejan, 1984) is used: 

Y f p p+l <,7=<,,+ [ 
2 I + \ A 0 ]  j 

+ t ) k,,+, + " - '  

- 211 + tao){a V]o'J *" + (A4))at3kd exp(24b*)} (10) 

with p = iteration number, 3' = relaxation factor. 
The velocity components (5) are calculated with a central fi- 

nite-difference approximation of the stream function (David and 
David, 1977). The finite-difference approximations to parabolic 
Eq. (4),  to be used consecutively over two half time steps, each 
of duration At/2, according to the ADI method, are: 
F n + l l 2  n 

k , j  - -  Fkd 1 

At/2 + exp (~k'----~ 

~'n+l/2 w.+l/2 F~j+l -- F ~ , j _ l  
~n t '  k + l , j  - -  1' k - l , j  ~ n  

x uk., + v k ' '  I 

G / 7 ~"+1/2 7 ~"+1/2 7 ~" ~" \ 
- -  t k+ l , j  - -  k - l , j  dt k , j+l  - -  k , j - I  I 

exp(q~k) COS 0j ~ q ~  sin wj 2~x~ ] 

1 / L,n+ 1/2 O ]7n+1/2 ~',n+ t/2 
i i ,  k+l,  j - -  g.,l. k, j + l" k - l ,  j 

+ P exp(2q~k) (Aq~) 2 

+ F~j+t-_2F~j .  + F ~ j _ ~ ]  
( ~  / (11) 

and 

F~,~I _ c . + J / 2  1 l' k,j 

At/2 + exp ( ~ b k ~  

Iun+ I/2 ~,n+ 1/2 ~,n+l ~n+ l  ) 
~n t k + l , J  - -  l k - l , J  ~ n  Z k , J  +1 - -  l ' k , J  - I  × u,., + v k ,  

c ( -.+,,2 -.+,,2 -. -° ) Tk+hj - T k - L j  T k , j + l  - -  T k , j - i  

exp(q~k) COS Oj 2A~b sin Oj 2A 0 

1 [ n+l/2 n+l/2 l~n+l/2  
F k + l , j  - -  2Fk,j + ,V k - i ,  j 

+ P exp(2~k) t (a~b) 2 

~- .+ l  _ 2F~,+l + " k,~-I/ + l" k , j+ I Izn+l \ 
(12) 

(A¢) 2 } 
Equations (11 ) and (12) are implicit in the ~b and 0 directions, 
respectively, and yield tridiagonal systems, which are solved with 
the aid of the Thomas algorithm (Gourdin and Boumahrat, 
1983), when they are applied to every point. 

In the classical ADI method, the gradients of temperature in 
the vorticity equation and the velocity components 0 and 99 are 
treated as constants, at any grid point, over a time step (Wilkes 
and Churchill, 1966; Samuels and Churchill, 1967; Torrance, 
1968). To obtain transient results, an iterative process is worked 
out with the previous variables, at every time step At. 

In order to factorize the systems of equations, it is necessary 
to work with diagonal matrices, so that two restrictions on the 
time step At are assumed: 

A } <  2Pexp(2~bk)(A~)z if R e . > 2  (13) 
Re. - 2 

A } <  2Pexp(2~bk)(a0)2 if R e ~ > 2  (14) 
Reo - 2 

where Re, and Reo are respectively the horizontal and the vertical 
cell Reynolds numbers. 

Wall values of stream function, heat flux, temperature, and 
Nusselt number are obtained by using a three-point discretiza- 
tion. For the stream function, Taylor series expansions are used 
to calculate the vorticity at the walls. The mean temperature of 
the fluid is determined by means of Simpson's rule (Holman, 
1985). 

It has been observed that steady state occurs when the follow- 
ing convergence criterion is satisfied for both temperature and 
vorticity: 

MAX I F73' - F'~j[ 
< 05 X 10 -5 (15) 

MAX I FL-~' I 

where MAX defines the maximum value of the function and n is 
the time increment. 

In order to solve the elliptic equation, a similar criterion is 
applied about the stream function: 

¢%p+l p 
MAX ~k,j - ilk.j[ 

< 10 -4,  
MAX Ifi~,~' I 

where p is the iteration number. (16) 

The whole procedure for solving governing Eqs. (3),  (4),  and 
(5) is performed in terms of a second-order accuracy. 

An aspect ratio allowing regular rectangular domains in the 
transformed field is defined by the following expression: 

log (RN/Ri) 
Y~ - ( 1 7 )  

where Ru and R~ are, respectively, the radii of the outer and inner 
cylinders. 
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Fig. 2 Variations of mean Nusselt number versus grid system for Fr = 
1/5 and Gr = 10 e 

IV Numerical Results and Discussions 
In order to observe the symmetric behavior of the fluid, nu- 

merical simulations were performed on configurations that are 
symmetric with respect to the vertical axis, for aspect ratios vary- 
ing from 0.2 to 1 and for 10 2 -< Gr -< 10 6. 

Computational Details. Various combinations of regular 
mesh sizes were used to select one that produces grid-indepen- 
dent results. Initially, the number of grids in the angular direction 
was set to a constant value to examine the grid dependency of 
the results for the number of grids in the radial direction. The 
number of grids was varied from 21 to 31, 41 and 51 in the radial 
direction, and from 21 to 31, 41, 51 and 81 in the angular direc- 
tion. 

The calculation performed on a 31 × 51 relative to 41 × 41 
grid system resulted in a 3.60 percent change in the mean Nusselt 
number Nu, for Fr = 1/2 and Gr = 10 6, 4.12 percent for Fr = 
1/3 and Gr = 10 6, and 3.42% for Fr = 1/5 and Gr = 106. For 
Gr = 10 6, the calculation performed on a 31 x 51 grid relative 
to a 51 X 51 grid system yielded a 5.51 percent change in 
the mean Nusselt number, for Fr = 1/3 and 5.01 percent for Fr 
= 1/5. 

The results reported in the paper were mainly obtained with 
the grids ranging from 21 x 21 to 31 X 51, depending on the 
aspect ratio and the Grashof number, which were considered to 
represent a reasonable compromise between accuracy and com- 
puting cost. For instance, as shown in Fig. 2, for F~ = 1/5 and 
Gr = 10 6, the difference in the mean Nusselt number is less than 
1 percent between using the 31 X 51 and 31 x 81 grids. 

The numerical computations have been carried out on a V A X /  
VMS 4200. The CPU time required generally depends on the 
problem. For example, for a Grashof number of 10 6 and Fr = 1 / 
5, 1 h 37 min of CPU time was required to reach convergent and 
steady-state solution, with the basic grid of  31 x 51. The time 
and the storage required were respectively about 6.3 s per time 
step and 131 Ko. By iterating several times over each time step, 
to get accurate transient results, 4 h 17 min of CPU time was 
required. 

It was determined that a time increment less than t = 0.1 had 
to be used in order to obtain a time step-independent solution. 

Comparison With Previous Results. Our numerical scheme 
was applied on a horizontal annulus, where the inner cylinder 
was heated by the application of a constant heat flux and the 
outer cylinder was isothermally cooled (Ranganathan, 1988), in 
order to compare our results with those of the literature (fluid = 
air and b = RN -- R~). The algorithm was also applied on a 
horizontal annulus with isothermal walls. We discovered excel- 
lent agreement with Ranganathan (1988),  Tsui and Tremblay 
(1984),  and Rao et al. (1985) as shown in Table 1. Thus, the 
relative difference between calculated mean Nusselt numbers 
was less than 3.5 percent for all cases presented. 

Table 1 Comparison of mean Nusselt number with previous results: (a) 
Tsui and Trsmblay (1984); (b) Rao et al. (1985); (c) Ranganathan (1988) 

R N / Rl Gr NxM Nu ( a ) Present num. % diff. 

1.2 0.732 x 10 a 21x21 1.00 1.000 + 0.00 
1.5 0.262 x 105 31x51 1.88 1.911 + 1.65 
2.0 0.100 x 105 31x51 1.64 1.674 + 2.07 
2.0 0.880 x 105 31x51 3.08 3.077 - 0.10 
....... Ra . . . . . . . . . .  Ib) . . . . . . . . . . . . . . . .  
2.0 0.500 x 10 6 31x51 5.776 5.869 + 1.61 
. . . . . . . . . . . . . . . . . . . . .  (c) . . . . . . . . . . . . . . . .  
1.2 0.100 x 106 31x51 2.499 2.466 - 1.32 
1.33 0.100 x 106 31x51 2.744 2.835 + 3.32 
1.5 0.100 x 106 31x51 3.092 3.182 + 2.91 

Summary of Principal Runs. Air was used for these appli- 
cations (physical properties in Bejan, 1984) and the other data 
are: 

• radius of the inner cylinder: R j = 0.10 m 
• temperature of  the outer cylinder: T2 = 293 K 

Calculations were performed for 16 combinations of the aspect 
ratio Fr, the modified Grashof number Gr, and the ratio of  radii 
RN/R~. A summary of  the cases studied is presented in Table 2. 
In each case, calculations were performed until Nu no longer 
varied significantly with time. 

Study of Unsteady State. To display transient results, a typ- 
ical set of  the variations of streamlines and isotherms with the 
time is shown in Fig. 3, for the conditions of  run 14 (Table 2).  

Variation of Streamlines and Isotherms. In order to plot the 
results an auxiliary program was written, with the aid of the sub- 
routine named SEARCH2 (Chuen-yen, 1979). Figure 3 shows 
that the streamlines start symmetrically on the heated cylinder, 
near the adiabatic walls. These curves expand and the centers of 
rotation move away from the wall with increasing time. In the 
beginning, the motion is induced by fluid particles heated by the 
inner cylinder. These particles become lighter and go up to the 
isothermal wall along the symmetric axis; they are cooled on this 
wall and go down hugging the walls. For moderate and low val- 
ues of the heat flux applied on the inner cylinder, two eddies 
rotating in opposite directions are obtained. 

For small times, the isotherms are parallel to one other and 
they are located near the heated wall. This is due to the predom- 
inance of  the conduction. With increasing time and according to 
the heat flux applied on the inner cylinder, the isotherms move 
away and gradually approach a steady state with a conduction- 
dominant regime, when the Grashof number is relatively small, 

Table 2 Summary of principal runs 

Run F r N X M Gr' Nu D h (m) R N / R 1 

01 1/1 21 x 21 102 1.00 0.41985 xl0" 1 1.4177 
02 1/1 31 x 51 104 1.31 0.41985 xl0 "l 1.4177 
03 1/1 31 x 51 105 2.70 0.41985 xl0 "l 1.4177 
04 1/1 31 x 51 10 6 5.42 0.41985 xl0 "1 1.4177 
05 1/2 21 x21 102 1.00 0.55886 xl0 -I 1.4177 
06 1/2 31 x51 104 1.25 0.55886 xl0 "l 1.4177 
07 1/2 31 x 51 105 2.59 0.55886 xl0 -I 1.4177 
08 1/2 31 x 51 l0 n 4.41 0.55886 xl0-t 1.4177 
09 1/3 21 x 51 102 1.00 0.62819 xl0 -1 1.4177 
10 1/3 31 x 51 104 1.16 0.62819 xl0 "t 1.4177 
11 1/3 31 x 51 10 s 2.37 0.62819 xl0 "t 1.4177 
12 1/3 31 x 51 106 4.04 0.62819 xl0"t 1.4177 
13 1/5 21 x 21 102 1.00 0.14652 1.8745 
14 1/5 31 x 51 104 1.10 0.14652 1.8745 
15 1/5 31 x 51 10 s 1.98 0.14652 1.8745 
16 1/5 31 x 51 10 6 3.42 0.14652 1.8745 
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=0.1 

I ~ [ :  0.47X10 "4 , 0.3xlO "4 , O,2xlO "4 , 

O.IxlO -4 

bot-->top : 0.055,0.040,0.025.0.005 

'~= 0.5 

1~[ :0 .0071 ,  0.006 ,0.005, 0 .004 ,  

0.003 , 0.002 , 0.001 

'~ bot-->top : 0 . 8 , 0 . 6 , 0 . 4 , 0 . 2 , 0 . 1 ,  
0.002 , 0.001 

=2.5 

I~ l  :0 .75,  0 .6 ,0 .5 ,  0.4, 0 .3 ,0 .2 ,0 .1  

~ bot-->top : 1 .4 ,1 .0 ,0 .6 ,0 .2  

~ = ~  

I 1:3., ,2.5,2.0,1.5,1.0,0.5 
~bot-->top : 4.5 , 4 .0 ,3 .5  , 3 .0 ,2 .5  , 2.0,  
1.5 . 1.0,0.5 

Fig. 3 V a r i a t i o n s  o f  s t r e a m l i n e s  a n d  i s o t h e r m s  v e r s u s  d i m e n s i o n l e s s  
t i m e  f o r  Fr = 1 /5  and  Gr  = 104 

or with a convection-dominant regime for a greater Grashof 
number. 

In all cases, the present investigation clearly established the 
symmetry of the flow with respect to the midaxial plane of the 
enclosure. 

Accuracy of the Numerical Scheme. The convergence, as 
well as the accuracy, of  the numerical method are checked by 
comparing mean Nusselt numbers at the inner and the outer cy- 
lindrical walls. 

Both mean transient Nusselt numbers, Nu~ and NUN, against 
time, t, are plotted in Figs. 4 and 5 corresponding, respec__tively, 
t__q_the cases of runs 14 and 16. As t increases, both Nu, and 
NUN approach their steady-state values. It should be noted that, 
in theorry for a purely two-dimensional flow field, based on a 
simple energy balance, their asymptotic values should converge 
to the same value. As shown in Fig. 4, for Gr = 10  4 and Fr = 
1/5, the deviation is so small that it cannot be visually detected. 
In fact, due to the numerical techniques involved, for all cases 
studied, the relative difference between the inner and the outer 
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Fig. 4 V a r i a t i o n s  o f  m e a n  N u s s e l t  n u m b e r  o n  cy l indr ica l  e x t e m a l  a n d  on  
cy l indr ica l  in te rna l  w a l l s  ve rsus  d i m e n s i o n l e s s  t i m e  f o r  Gr = 104 a n d  Fr = 
1 / 5  
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Fig. 5 V a r i a t i o n s  o f  m e a n  N u s s e l t  n u m b e r  o n  cy l indr ica l  e x t e r n a l  a n d  o n  
cy l indr ica l  in te rna l  w a l l s  ve rsus  d i m e n s i o n l e s s  t i m e  f o r  Gr = 106 and  Fr  = 
1 / 5  

mean Nusselt numbers at convergence differ somewhat and are 
found to be less than 1 percent. 

The steady state and the unsteady state are clearly distin- 
guished. For Fr = 1/5, this separation occurs for t ~ 190, when 
Gr = 10  4, and for t ~ 110, when Gr = 106. 

Study of the Steady State. To analyze the steady-state re- 
sults, the conditions of runs 1, 4, 5, 8, 13, and 16 (Table 2) are 
used. 

Streamlines and Isotherms. At steady state, for moderate and 
low values of the heat flux, it should be noted that the central 
point of streamlines remains approximately equidistant to the 
symmetric axis and to the two cylindrical walls, as shown in Figs. 
6, 7, and 8. From these considerations we can deduce that thermal 
transfer appears balanced between active walls, for two-cellular 
flow. The values of the stream function grow in the same direc- 
tion as the Grashof number. 

When the heat flux applied on the inner cylinder is high and 
Fr = 1 / 1, it should be noted that a secondary recirculation zone 
appears in the lower corners of the enclosure. There is therefore 
a transition regime and the formation of  a four-cellular flow 
(Fig. 9). 

For Gr = 10 2 the isotherms are roughly parallel to each other. 
For this case, the temperature increases from the outer cylinder 
to the heated wall and the conduction on the heated wall is the 
dominant regime. The convection transfer is relatively insignifi- 
cant and that is why the values of the stream function are very 
low. For greater Grashof numbers, the isotherms are symmetri- 
cally transformed with respect to the vertical axis. They are 
strongly modified and become as a "mush room"  at the end. The 
distribution of  the temperature is now more complex. These de- 
formations of  the isotherms agree with the direction of the rota- 
tion of  streamlines. For a two-cellular flow, the fluid particles 
leaving the heated wall in the neighborhood of the symmetric 
axis generate a motion and the isotherms become "round-shoul- 
dered" and move away from the wall at this point. 

1 l:3"6x10",30x,0" ,25x10 , 'b'f l: 26.6,22.0,,7.0,12.0,7.0,2.0 
20.10 "3, 15 x 10" 3 10 x 10" 3, 5 x 10" 3 

~bot--> top:  1.2, 1.0,0.8,0.6,0.4,0.2 ~bot--> top: 5.0, 4.5,4.0,3.5,3.0 
2.5 2.0 1.5 1.0 0.5 

Fig. 6 D i m e n s i o n l e s s  s t r e a m l i n e s  a n d  i s o t h e r m s  a t  s t e a d y  s t a t e  f o r  F, = 
1 /5  and (a) Gr  = 102; (b) Gr  = 106 
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<a> I 1:8 3x 10,,75   o,,60x 10 ,, 
45 x 10 4 ,  30x 10 4 , 15 x 10 .4 

~bot--> top : 1.8, 1.6, 1.4, 
1.2, 1.0, 0.8, 0.6, 0.4, 0.2 

(b) [ h i :  32.84, 27.0, 21.0, 15.0, 9.0, 3.0 

~bot--> top : 5.0, 4.5, 4.0, 3.5, 
3.0, 2.0, 1.5, 0.5 

Fig. 7 Dimensionless streamlines and isotherms at steady state for Fr = 
1 /2  and  (a) Gr = 102; (b) Gr  = 104 

Q +  : 3 7 . 3 3 , 3 6 . 2 , 2 7 . 7 ,  19.1 , 10 .6 ,0 .3  

~ . : - 2 7 . 7 , -  19 .1 , -  1 0 . 6 , - 0 . 3  

bot--> top : 8.0, 6 . 0 , 4 . 0 , 2 . 0 ,  1.8,  1 . 6 , 1 . 4 , 1 . 2 ,  1 . 0 , 0 . 8  

Local Nusselt Number. In the heated wail, the local Nusselt 
number is smaller in the vicinity of the symmetric axis, except 
for the four-cellular flow, which generates a counterrotating re- 
gion in the bottom of the enclosure (Figs. 10 and 11 ). 

In the isothermal wall, for a given Grashof number, Figs. 10 
and 11 show that thermal exchanges are larger in the vicinity of 
the symmetric axis, and that they increase with the density of the 
heat flux imposed on the inner cylinder. However, we note that 
the distribution of heat exchanges is better if Fr = 1/1. In the 
preceding figures, the tops of bell-shaped curves are wider when 
the aspect ratio increases. For Fr = 1/5 and Gr = 1 0  4,  for ex- 
ample, parts of the isothermal wall located in the angular intervals 
0-0.7 and 2.4-3.14 rad take part in convective heat exchange 
less than for Gr = 102. These "dead" zones are still located in 
the comers and their sizes are reduced when the heat flux density 
increases but they are more important for smaller aspect ratios. 
According to this observation, the heat transfer seems better for 
greater aspect ratios. 

Mean Nusselt Number. In order to compare with more ac- 
curacy all the configurations which have been studied, it is s___pit- 
abl___~ to p re__~ent the variations of the mean Nusselt number Nu = 
(Nun + NUN)/2. 

Figure 12 shows quasi-linear curves until the Grashof number 
is approximately 1 0  3 , which corresponds to the upper bound of 
the conduction regime. For a Grashof number up to 103, the 
different curves are clearly distinct. From these results we can 
deduce that convective heat exchange increases with the aspect 
ratio for Grashof numbers up to 103 . This conclusion agrees with 
the observations developed before. 

Influence of the Fluid on the Heat Transfer. Subsequent runs 
have been performed to analyze the effect of the fluid on heat 
transfer. Two liquids were used for this purpose (carbon dioxide 

L_ 

f l: 2.23x 10-3,4x 10-3,1.5 x 10-3,1x 10-3,0., x 10-, 

bot--> top : 2 . 5 , 2 . 0 ,  1 . 5 , 1 . 0 , 0 . 5  

Fig. 8 Dimensionless streamlines and isotherms at steady state for Fr = 
1/1 and  Gr  = 10 2 

Fig. 9 Dimensionless streamlines and isotherms at steady state for Fr = 
1/1 and Gr = 104 

and ammonia, physical properties in Holman, 1985) with Fr of 
1/1. Figure 13 shows that the mean Nusselt number increases 
with the Prandtl number, when the heat transfer coefficient in- 
creases naturally with the thermal conductivity. It should be 
noted that the conduction regime does not occur for the ammonia 
and the carbon dioxide for the tested values. 

V Experimental Study 
Holographic interferometry was used to visualize the temper- 

ature field within the enclosure. The purpose of the experimental 
study was to verify the two-dimensional behavior of the convec- 
tive flow and to compare theoretical temperature fields and in- 
tefferograms. Of the available holographic techniques, the real- 
time method was chosen for these experiences. The evaluation 
of the recorded interference pictures of the temperature field in 
the test section was accomplished by the known interferometer 
equation reported by Sarr (1993). 

Apparatus. The experimental apparatus is shown in Fig. 14. 
This consists of a 5.4 cm o.d., 50 cm long, copper inner cylinder 
and 10.5 cm i.d. copper outer cylinder. The ends of the annulus 
between these two cylinders were kept open and thus, the test 
section was filled with air as the test fluid. An electric heater 
made of 1 mm o.d., 1000 cm long, nichrome wire wrapped 
around a steel rod was inserted in the inner tube. The upper part 
of the system was brazed with a water jacket so that the outer 
cylinder is cooled to maintain the tube surface temperature uni- 

J 
I0 -: Outer cyl.~,der 
9 ~ ]nz~r cylinder 
8-_--- 
7-_--- 
63 

u/ 

, , , , i , , , , i , , ~ , 1 , , , , i , , , = 1 , , , , I , ,  f ~ l , , , , I  r 
.35 1.40 1.45 1.50 1.55 1.60 1.65 1.70 1.75 

( ra4b~ns ) 

Fig. 10 Angular variations of local Nusselt number on cylindrical walls 
for Fr = 1/1 and for different modified Greshof numbers, Grto~o.om: 10 e, 
10 5 , 10 4 , and  10 2 
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Fig. 11 Angular variations of local Nusselt number on cylindrical walls 
for F, = 1/5 and for different modified Grashof numbers, Grtop-~o,o,: 10 6, 
10 6 , 10 + , and 10 = 

Nu 

9J 

7 

6 

4 

3 

2 

I 

100 

CO 2 (Pr= 4.10) • NH a <Pr=2.02) 

~ AJ.r (Pr=0.72) 

Or 
I I I I I 1 1 1  i I I l l l l l l  I I i l l l l l l  l I l I I I I I I  l I I I I 

I000 10000 100000 i000000 

Fig. 13 Mean Nusselt number versus modified Grashof numbers for dif- 
ferent fluids with an aspect ratio of F, = 1/1 

form, with the aid of a thermal regulating unit. The temperature 
stability of the outer cylinder was on the order of 0.1 K. Five 
chromel-alumel thermocouples were embedded in both cylindri- 
cal walls at several locations to measure the surfaces tempera- 
tures. The lower part of the test section was insulated with a 
polystyrene foam insulation. 

E x p e r i m e n t a l  Results. The temperature of the outer cylinder 
used for all the experiences is T2 = 295.5 K, corresponding to 
the ambient temperature, and the test section described above 
allows us an enclosure with Fr = 0.21 and RN/Ri = 1.94. 

Since one of the main objectiVes of this paragraph is to provide 
experimental evidence about the basic flow patterns arising in 
this kind of flow, the results to be presented here involve the 
variation of the Grashof number. 

The Grashof number was varied by changing the heat flux 
imposed on the inner cylinder. Figure 15 (a) shows a comparison 
between the experimental temperature field and the theoretical 
predictions for temperature field, for Gr = 711,757. The pre- 
dicted isothermal lines correspond respectively to the bright in- 
terference fringes of the interferogram, numbered in increasing 
order, from the isothermal wall to the inner cylinder. The tem- 
perature difference between two bright interference fringes is 
about 0.72 K. It may be seen in this figure that the agreement 
between the experimental and numerical isotherms is fairly good. 
The predicted isotherms are seen to be similar to the experimental 
isotherms. For greater Grashof numbers, a better level of quali- 
tative and quantitative agreement is seen between the interfero- 
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Mean Nusselt number versus modified Grashof numbers for dif- 
ferent aspect ratios Fr: (A) 1/1; (B) 1/2; (C) 1/3; (D) 115 

metric data and the predicted isotherms for Gr = 973,882 and Gr 
= 1,251,314, seen in Figs. 15 (b) and 15 (c), respectively. 

The presence of a thermal boundary layer with isotherms clus- 
tered near the region of high heat transfer along the cylindrical 
walls is evident. 

For all cases studied, the end effects are seen to be negligible 
and the two-dimensional behavior of the convective flow was 
observed. Thus, for Gr = 1,251,314, only one fringe should be 
observed, located 1 cm outside the test section. 

The discrepancies between the experimental and numerical re- 
suits occur for low Grashof numbers. In these cases, the flow 
velocities induced in the enclosure are very low and are therefore 
disturbed by the ambiant conditions. The experimental results 
may be improved by getting under control the atmospheric con- 
ditions. 

Conclusion 
At any time, for moderate and low values of the heat flux, the 

analysis of the stream function shows that a two-cellular flow 
pattern symmetric to the vertical axis is formed: a negative clock- 
wise eddy and a positive counterclockwise. 

When the heat flux applied on the inner cylinder is high and 
Fr = 1 / 1, a transition regime and a four-cellular flow will form 
due to a counterrotating region in the bottom of the enclosure. 

For the steady-state regime and for Gr = 10 2 the values of the 
stream function are very low and the isotherms are roughly par- 
allel. For a greater Grashof number, the values of the stream 
function increase quickly and the isotherms are transformed and 
become as a "mushroom." For any aspect ratio, the conduction 
is the dominant heat transfer regime for a Grashof number less 
than 10 3. For a Grashof number up to 10 3, the mean Nusselt 
number increases with the aspect ratio. 

,® 

r211212::12121 

j , ,_] 

! ~ ; i ',,r' ! : @  

Fig. 14 Experimental apparatus: (1) test section, (2) outer cylinder, (3) 
inner cylinder, (4) water jacket, (5) cooling water tubes, (6) polystyrene 
foam insulation, (7) resistance heaters, (8) multipoint data recorder, (9) 
pump and thermal regulator, (10) rotary transformer, (11) thermocouples 
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(a) Gr = 711 757, ql = 37.2 W/m 2 

(b) Gr = 973 882, ql = 50.9 W/m 2 

(c) Gr = 1 251 314, ql = 65.4 W/m 2 

Fig. 15 Interferograms and corresponding predicted temperature fields 
at 'steady state for various Grashof numbers 

For Fr = 1, a comparison of the heat transfer by using air, am- 
monia-liquid, and carbon dioxide-liquid enables us to deduce that 
the mean Nusselt number is increasing with the Prandtl number. 

Holographic interferometry permitting the validation of the 
theoretical model shows a good agreement between the predicted 
and experimental isotherms. 
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Velocity Statistics of Round, 
Fully Developed, Buoyant 
Turbulent Plumes 
An experimental study of  the structure of  round buoyant turbulent plumes was carried 
out, limited to conditions within the fully developed (self-preserving) portion of  the 
flow. Plume conditions were simulated using dense gas sources (carbon dioxide and 
sulfur hexafluoride ) in a still air environment. Velocity statistics were measured using 
laser velocimetry in order to supplement earlier measurements of  mixture fraction sta- 
tistics using laser-induced iodine fluorescence. Similar to the earlier observations of  
mixture fraction statistics, self-preserving behavior was observed for  velocity statistics 
over the present test range (87-151 source diameters and 12-43  Morton length scales 
from the source), which was farther from the source than most earlier measurements. 
Additionally, the new measurements indicated that self-preserving plumes are nar- 
rower, with larger mean streamwise velocities near the axis (when appropriately 
scaled) and with smaller entrainment rates, than previously thought. Velocity statistics 
reported include mean and fluctuating velocities, temporal power spectra, temporal and 
spatial integral scales, and Reynolds stresses. 

Introduction 

The structure of round buoyant turbulent plumes in still and 
unstratified environments is an important fundamental problem 
that has attracted significant attention since the classical study of 
Rouse et al. (1952). However, recent work has highlighted the 
need for more information about buoyant turbulent plumes in 
order to address effects of turbulence/radiation interactions 
(Kounalakis et al., 1991), and to help benchmark models of 
buoyant turbulent flows (Dai et al., 1994). Thus, the objective 
of the present investigation was to measure mean and fluctuating 
velocity properties in round buoyant turbulent plumes in order to 
supplement earlier measurements of mean and fluctuating scalar 
properties (mixture fractions) in these flows, due to Dai et al. 
(1994). The fully developed region, where effects of the source 
have been lost and the properties of the flow become self pre- 
serving, was emphasized due to its fundamental importance for 
simplifying both theoretical considerations and the interpretation 
of the measurements (Tennekes and Lumley, 1972), even though 
few practical plumes reach these conditions. 

Several reviews of turbulent plumes have appeared (Chen and 
Rodi, 1980; Kotsovinos, 1985; List, 1982; Papanicolaou and List, 
1987, 1988); therefore, the discussion of past studies will be 
brief. The earliest work emphasized the development of similar- 
ity relationships for flow properties within fully developed (self- 
preserving) buoyant turbulent plumes (Rouse et al., 1952; Mor- 
ton et al., 1956; Morton, 1959). Subsequently, many workers 
reported observations of mean properties at self-preserving con- 
ditions; however, the various determinations of centerline values 
and flow widths generally were not in good agreement (Abra- 
ham, 1960; Chen and Rodi, 1980; Dai et al., 1994; George et al., 
1977; Kotsovinos, 1985; Kotsovinos and List, 1987; Mizushima 
et al., 1979; Nakagome and Hirata, 1977; Ogino et al., 1980; 
Papanicolaou and List, 1987, 1988; Papantoniou and List, 1989; 
Peterson and Bayazitoglu, 1992; Seban and Behnia, 1976; Shab- 
bir and George, 1992; Zimin and Frik, 1977). Papanicolaou and 
List (1987, 1988), Papantoniou and List (1989), and Dai et al. 
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(1994) attribute these discrepancie s mainly to problems of fully 
reaching self-preserving conditions, with conventional experi- 
mental uncertainties serving as a contributing factor. 

Self-preserving round buoyant turbulent plume conditions are 
reached wt~en streamwise distances from the plume source are 
large in comparison to two characteristic length scales, as fol- 
lows: ( 1 ) the source diameter, as a measure of conditions where 
effects of source disturbances have been lost; and (2) the Morton 
length scale, as a measure of conditions when the buoyant fea- 
tures of the flow are dominant. For general buoyant jet sources, 
the Morton length scale is defined as follows (Morton, 1959; List, 
1982; Papanicolaou and List, 1988): 

I.M = M~/4 /no  1/2 ( 1 ) 

For round plumes with uniform properties defined at the source 
(similar to the present experiments), the source specific momen- 
tum flux, M0, and the source buoyancy flux, B0, are defined as 
follows (List, 1982; Dai et al., 1994): 

Mo = (Tr/4)d2u 2 (2) 

Bo = (Tr/4)dZuoglpo - P=I/P® (3) 

where an absolute value of the density difference has been used 
in Eq. (3) to account for both rising and falling plumes. Substi- 
tuting Eqs. (2) and (3) into Eq. (1) then yields the following 
expression for IM for round plumes that have uniform properties 
at the source: 

lM = (Tr/4)'/4(p~du~/(g[po - p=]))~/2 (4) 

The ratio, IM/d, is proportional to the source Froude number, 
defined as follows for conditions analogous to those of Eq. (4) 
(List, 1982): 

Fro = (4/Tr)l/41M/d = (p~u~/(glp o -- paid))  j/2 (5) 

The source Froude number is a convenient measure of the dom- 
inance of buoyancy at the source, e.g., Fro = 0 and to for purely 
buoyant and for purely nonbuoyant sources, respectively. 

Papanicolaou and List (1987, 1988) suggest that buoyancy- 
dominated conditions for mean and fluctuating quantities are 
reached for (x - Xo)/lM greater than roughly 6 and 14, respec- 
tively, which has been satisfied by most past measurements seek- 
ing results at self-preserving conditions (Dai et al., 1994). How- 
ever, aside from the measurements of Papantoniou and List 
(1989) and Dai et al. (1994), to be discussed subsequently, ex- 
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isting measurements of radial profiles of mean and fluctuating 
properties in buoyant turbulent plumes have been limited to (x 

- x o ) / d  in the range 6-62, with most measurements emphasizing 
the lower end of this range, see Papanicolaou and List (1987, 
1988), Shabbir and George (1992), George et al. (1977), Ogino 
et al. (1980), Nakagome and Hirata (1977), and Peterson and 
Bayazitoglu (1992), among others. This range of normalized 
streamwise distances is rather small to achieve self-preserving 
conditions, based on findings for nonbuoyant round turbulent jets 
where values of ( x  - x o ) / d  greater than roughly 40 and 100 are 
required to achieve self-preserving profiles of mean and fluctu- 
ating properties, respectively (Hinze, 1975; Tennekes and Lum- 
ley, 1972). Similar behavior for round buoyant turbulent plumes 
recently has been established by Papantoniou and List (1989) 
and Dai et al. (1994). These measurements were limited to scalar 
properties and found that self-preserving mean and fluctuating 
mixture fractions (i.e., the mass fraction of source material in a 
sample) only were achieved at ( x  - X o ) / d  and ( x  - Xo)/IM greater 
than roughly 100 and 10, respectively. These results also showed 
that self-preserving buoyant turbulent plumes were narrower, 
with larger mean and fluctuating scalar properties at the axis 
(when appropriately scaled), than earlier reported measurements 
of self-preserving scalar properties made closer to the source. 
Finally, it seems likely that self-preserving behavior for other 
properties only is achieved at comparable conditions. 

The preceding discussion suggests that existing measurements 
of mean and fluctuating velocities within round buoyant turbulent 
plumes probably involve transitional plumes. Thus, the objective 
of the present investigation was to extend the scalar property 
measurements of Papantoniou and List (1989) and Dai et al. 
(1994) to consider mean and fluctuating velocity properties 
within the self-preserving region of round buoyant turbulent 
plumes. Present test conditions were identical to those of Dai et 
al. (1994), and involved source flows of carbon dioxide and 
sulfur hexafluoride in still air at room temperature and atmo- 
spheric pressure. This approach yields downwardly flowing neg- 
atively buoyant plumes in still and unstratified environments, and 
allows straightforward specification of the buoyancy flux within 
the test plumes. 

Experimental Methods 

Test Apparatus. Description of the experimental apparatus 
will be brief; see Dai et al. (1994) for more details. The test 
plumes were within a screened enclosure (which could be tra- 
versed to accommodate rigidly mounted instrumentation) that 
was mounted within an outer enclosure. The plume sources were 

long round tubes that could be traversed in the vertical direction 
within the inner enclosure for measurements at various stream- 
wise distances from the source. The ambient air within the en- 
closures was seeded with oil drops (roughly 1 #m nominal di- 
ameter) for laser velocimetry (LV) measurements of velocities, 
using several multiple jet spray generators (TSI, model 9306) 
that discharged above the screened top of the outer enclosure. In 
the self-preserving region where present measurements were 
made, maximum mixture fractions were less than 6 percent; 
therefore, effects of concentration bias (because only the ambient 
air was seeded) were negligible. 

Instrumentation. Dual-beam, frequency-shifted LV was 
used for the velocity measurements, based on the 514.5 nm line 
of an argon-ion laser. The optical axis of the LV passed horizon- 
tally through the flow with signal collection at right angles to the 
optical axis to yield a measuring volume having a diameter of 
400 #m and a length of 260/zm. A darkened enclosure as well 
as a laser line filter in front of the detector were used to minimize 
effects of background light. Various orientations of the plane of 
the laser beams were used to find the three components of mean 
and fluctuating velocities, as well as the Reynolds stress, as de- 
scribed by Lai and Faeth (1987). 

The detector output was amplified and processed using a burst 
counter signal processor (TSI, model 1980B). The low-pass fil- 
tered analog output of the signal processor was sampled at equal 
time intervals in order to avoid problems of velocity bias, while 
directional ambiguity and bias were controlled by frequency 
shifting. The detector output was sampled at rates more than 
twice the break frequency of the low-pass filter in order to control 
alias signals. Seeding levels were controlled so that effects of 
step noise contributed less than 3 percent to determinations of 
velocity fluctuations, based on measurements of temporal spectra 
to be discussed later. Experimental uncertainties (95 percent con- 
fidence) were mainly governed by finite sampling time limita- 
tions and are estimated to be less than 5 and 13 percent for mean 
and fluctuating velocities, respectively; the corresponding uncer- 
tainties for Reynolds stresses are estimated to be less than 16 
percent. 

Test Conditions. The experiments involved carbon dioxide 
and sulfur hexafluoride plumes as summarized in Table 1. For (x 
- X o ) / d  >- 87, where self-preserving conditions were observed, 
the Kolmogorov microscales of velocity fluctuations were less 
than 350 #m; therefore, the spatial resolution of present mea- 
surements was not sufficient to resolve the smallest scales of 
turbulence. Present source conditions were identical to those of 
Dai et al. (1994), however, the locations of the virtual origins of 

No 

Bo = 

d =  
E i ( n )  = 

E o  = 

f =  
F ( r / ( x  - Xo)) = 

~ r  0 = 

g =  
/~,k. = 

m e n c l a t u r e  

source buoyancy flux, !r, 1, = characteristic plume 
Eq. (3) radii based on fand  ff 
source diameter lM = Morton length scale, 
temporal power spectral Eqs. (1) and (4) 
density of velocity com- Mo = source-specific momen- 
ponent i tum flux, Eq. (2) 
entrainment constant, n = frequency 
Eq. (19) Q = plume volumetric flow 
mixture fraction rate 
scaled radial distribu- r = radial distance 
tion of f i n  self-preserv- Re0 = source Reynolds num- 
ing region ber = uod/vo  
source Froude number, u = streamwise velocity 
Eq. (5) U(r / (x  - x0)) = scaled radial distribu- 
acceleration of gravity tion of ff in self-pre- 
plume width coeffi- serving region 
cients based o n f a n d  ff o = radial velocity 

w = tangential velocity 

x = streamwise distance 
~7 = dimensionless radial distance, 

Eq. (15) 
v = kinematic viscosity 
p = density 

i t, ~-,, = temporal integral scales o f f '  
and u' 

Subscripts 
c = centerline value 
0 = initial value or virtual origin 

location 
= ambient value 

Superscripts 
C) = time-averaged mean value 
( )' = root-mean-squared fluctuating 

value 

Journal of Heat Transfer FEBRUARY 1995, Vol. 117 / 139 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Summary of test conditions a 

Source Proper'ties CO 2 SF 6 

Density (kg/m 3) 1.75 

Kinamatie viscosity (mm2/s) 8.5 

Diarnetrx (nma) 9.7 

Average velocity (m/s) 1.74 

Reynolds number, Reo 2000 

Froude number, Fr o 7.80 

Morton length scale, flM/d 7.34 

Virtual origin, based on f,xo/d b 12.7 

Virtual origin, based on 5,xdd 0.0 

aFlow directed vertically downward in still air with an ambient pressure, temperature, 
density and kinematic viscosity of 99 :t: 0.5 kPa, 297 :i: 0.5 K, 1.16 kg/m 3 and 14.8 
mm2/s. Source passage length-to-diameter ratios of 50:1. 
bBased on the measurements of Dai et al. (1994). 

considered by Dai et al. (1994). Present measurements of veloc- 
ity properties were limited to the region where self-preserving 
behavior was observed for mean and fluctuating mixture frac- 
tions; namely, (x  - Xo)/d -> 87 and (x  - Xo)/IM --> 12. Within 

5.87 this region, velocity properties also were observed to be self- 
2.6 preserving. Present measurements of mean streamwise velocities 

for the self-preserving region are illustrated in Fig. 1. The scaling 
6.4 parameters of Eq. (8) are used in the figure so that the ordinate 

1.89 is equal to U ( r / ( x  - xo)).  The variation of U ( r / ( x  - Xo)) is 
seen to be universal within experimental uncertainties over the 4600 
range of the measurements, as anticipated for self-preserving 

3.75 flow. In contrast, results at smaller values of (x  - xo ) /d ,  not 
3.53 shown in Fig. 1, exhibited broader profi_les and smaller values of 
0.0 U(0), analogous to the behavior o f f  observed by Dai et al. 

(1994) in the transitional region of buoyant turbulent plumes. 
0.0 Within the self-preserving region, present radial profiles of 

mean streamwise velocities are reasonably approximated by a 
Gaussian fit, similar to past work (Rouse et al., 1952; Papani- 
colaou and List, 1988; Ogino et al., 1980; Nakagome and Hirata, 
1977; Shabbir and George, 1992; George et al., 1977 ) as follows: 

the carbon dioxide plume, based o n f  from Dai et al. (1994) and 
based on ff for the present measurements, were not identical. It 
was beyond the scope of the present investigation to study the 
reasons for different locations of these virtual origins; however, 
such behavior is not surprising because the initial conditions and 
Prandtl/Schmidt numbers are not the same for mixture fractions 
and velocities. 

Self-Preserving Scaling 
The general state relationship for density as a function of mix- 

ture fraction, assuming ideal gas behavior, is given as follows for 
the present plume flows (Dai et al., 1994): 

p = p J ( 1  - f ( 1  - P J P o ) )  (6) 

Then, noting that f ~  1 in the self-preserving region, Eq. (6) can 
be linearized as follows: 

p = p= +fp=(1 - P~/Po), f ~  1 (7) 

Under present assumptions, conservation principles and the state 
relationship for density imply that the buoyancy flux is conserved 
for buoyant turbulent plumes. Then mean streamwise velocities 
and mixture fractions can be scaled as follows in the self-pre- 
serving region, where flow properties are independent of source 
properties like d and u0 (List, 1982): 

f f ( ( X  - -  X o ) [ B o )  1/3 = U ( r / ( x  - Xo)) (8) 

~ B f f 2 / 3 ( x  - -  Xo)S/3ld In p / d f l y ~  = F ( r / ( x  - Xo)) (9) 

For present conditions, it can be seen from Eq. (7) that 

I d ln  p / d f l f ~  = IPo - P~I/Po (10) 

is a measure of the buoyancy potential with the extent of mixing. 
As before, an absolute valuehas been used in Eq. (10) to account 
for both rising and falling plumes. The Xo in Eqs. (8) and (9) are 
the virtual origins for ff and f,  respectively, as noted in Table 1. 
The U ( r / ( x - Xo ) ) and F ( r / ( x - Xo ) ) are appropriately scaled 
radial profile functions of mean streamwise velocities and mix- 
ture fractions, which become universal functions in the self-pre- 
serving region far from the source where Eq. (7) applies. Equa- 
tions (8) and (9) were used to extrapolate present measurements 
of mean mixture fractions and velocities along the axis to find 
the corresponding values of the virtual origins, as discussed ear- 
lier. 

Results and Discussion 

Mean Velocities. The evolution of mean and fluctuating mix- 
ture fractions from source to self-preserving conditions has been 

U ( r / ( x -  xo)) = U(O)  e x p { - k ~ ( r / ( x -  xo)) 2] (11) 

where 

k, = (x  - Xo)/l ,  (12) 

and l, is a characteristic plume radius where if/fie = exp(-1  ). 
The best fit of the present data in the self-preserving region 
yielded U(0) = 4.3 and k~ = 93, with I , / ( x  - x0) = 0.10. The 
resulting correlation is seen to be a good representation of the 
measurements illustrated in Fig. 1. 

Present measurements of mean streamwise velocities in the 
self-preserving region of turbulent plumes yield narrower profiles 
with larger values near the axis (when appropriately scaled) than 

A 

D 

X 

I= 

SYM. ( x - x 0 ) / d  
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O 100 
[] 125 

SFe: 
S 99 
• 161 

CORRELATION 

0 ~  
-0.3 -0.2 -0.t 0.0 0.t 0.2 0.3 

r/(x-xo) 
Fig. 1 Radial profiles of mean streamwise velocities in self-preserving 
buoyant turbulent plumes 

140 / Vol. 117, FEBRUARY 1995 Transactions of the ASME 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



earlier results obtained at smaller distances from the source. This 
behavior is quantified in Table 2, where the range of streamwise 
distances considered for measurements of radial profiles of self- 
preserving plume properties, and the corresponding reported val- 
ues of k~, U(0) ,  and l , / ( x  - Xo), are summarized for represen- 
tative past studies and associated earlier work from the same 
laboratories. Past measurements generally satisfy the criterion for 
buoyancy-dominated flow, i.e., (x  - Xo)/In > 6 (Papanicolaou 
and List, 1987, 1988). However, except for the present study, 
the measurements were obtained at values of (x  - xo ) /d  that 
normally are not associated with self-preserving conditions for 
jetlike sources. Somewhat like the tendency for transitional 
plumes to have broader profiles than the self-preserving region, 
mentioned earlier, the values of k~ tend to increase as the maxi- 
mum streamwise position considered is increased, exhibiting an 
increase of 40 percent for the range of conditions given in Table 
2. This yields a corresponding reduction of the characteristic 
plume radius of 40 percent, and an increase of U(0)  of 25 per- 
cent, when approaching self-preserving conditions over the range 
considered in Table 2. 

Present measurements of radial profiles of mean radial veloc- 
ities are illustrated in Fig. 2. The scaling parameters used in the 
figure for ~ and radial distance provide universal plots within the 

• self-preserving region as well as a check of the internal consis- 
tency of the present measurements of ffand ~. This behavior can 
be seen from conservation of mass in the self-preserving region 
where the variation of density is small, e.g.: 

rOff /Ox + Or~/Or = 0 (13) 

Integrating Eq. (13),  noting that r~ = 0 at r = 0, then yields: 

I: r g / ( ( x  - Xo)ffc) = ( ( x  - xo ) l~ . ) (OElOx)~dr l  (14) 

where 

r I = r l ( x  - Xo) (15) 

The integral on the right-hand side of Eq. (14) can be evaluated 
for self-preserving conditions after substituting from Eqs. (8) and 
( 11 ) for E and if,.. This yields: 

r W ( ( x -  x0)ff,.) = (5/6k,2)[(1 + 6k,2r/2/5) 

× e x p ( - k ~ l  z ) -  1] (16) 

which demonstrates the universality of the scaled value of r~ as 
a function of 77 within the self-preserving region. Finally, adopt- 
ing kZ, = 93 from present measurements (see Table 2) yields the 
plot based on the mean streamwise velocity measurements illus- 
trated in Fig. 2. 

The measurements of ~ illustrated in Fig. 2 exhibit universal 
behavior for the two test plumes, as anticipated for the self-pre- 
serving region. Additionally, the measurements o f f  also are con- 
sistent with present measurements of if, based on good agreement 
with the correlation found from Y through the continuity equa- 
tion. This check is important because ~ is small, roughly an order 

Table 2 Summary of self-preserving buoyant turbulent plume velocity 
properties a 

SO~¢ Medium (X.Xo)/d (x-x,oY J~ M ku 2 ~ u/(X-Xo) U(0) (u'/u)¢ Bo b 

Pxv.sent study geacous 87-151 12-43 93 0.10 4.3 0.22 0,086 

Papanicolaou and 
Lilt {1988) liquid 22-62 9-62 90 0. l l 3,9 0.25 0.088 

Shabbir and Gcorg¢ (1992) 8e, eeous 10-25 6-15 58 0,13 3,4 0.32 0.109 

Gemge et el, (1977) gaseous 8-16 6-12 55 0.14 3.4 0.28 0.112 

Osino el el. (1980) liquid 6-36 5-15 51 0.14 3.4 --- 0.117 

NaksEctn¢ and Hirata (1977) gaseous 5-13 ~ 48 0.14 3,9 0.25 0.120 

aRound turbulent plumes in ~fill. unstratified environments. R~ge of stmamwise distances are for condition= wheen~ quoted ~elf- 
pr~vlng pc~cs w¢tc found horn measurements over the cro¢,,~ ~don of the plumes, En ~'i~ am ccdc~.~.l in zc~'n= of 

bFoun4 from Eq. (20). 
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Fig, 2 Radial profiles of mean radial velocities in self-preserving buoyant 
turbulent plumes 

of magnitude smaller than ~' ,  so that it is difficult to measure due 
to its rather low signal-to-noise ratios. 

The asymptotic values of r~ at large absolute values of 77 are 
proportional to the entrainment constant of the plumes, which is 
important for integral theories of plume scaling and as a measure 
of turbulent mixing rates (Morton, 1959; Morton et ai., 1956). 
Entrainment behavior can be seen by integrating Eq. (13) to ob- 
tain an expression for the rate of change of the volumetric flow 
rate within the plumes at self-preserving conditions where the 
density of the flow is nearly constant: 

d / d x  f :  rffdr = d Q / d x  = - (r~)® (17) 

An estimate of (r~)~ can be found from the measurements of 
mean streamwise velocities through Eq. (16) ,  as follows: 

- ( r ~ ) J ( ( x  - x0)E~.) = 5/(6k~) (18) 

In view of the agreement between measurements of r~ and Eq. 
(16),  discussed earlier, Eq. (18) provides a reasonable estimate 
of entrainment properties. Then, noting that k, z = 93, Eq. (18) 
yields - ( r ~ ) J ( ( x  - xo)E,.) = 0.0090. 

Actual entrainment constants have values that depend on the 
characteristic radius and velocity used in their definition (Mor- 
ton, 1959). For present purposes, it is convenient to use I, and 
if, as the radius and velocity scales so that the entrainment con- 
stant, E0, is defined as follows: 

d Q / d x  = Eot, ff,. (19) 

Then, an expression for E0 can be found in terms of measure- 
ments of mean streamwise velocities from Eqs. (12),  (17),  (18 ) 
and (19),  as follows: 

Eo = 5/(6k,)  (20) 
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Fig, 3 Radial profiles of streamwise velocity fluctuations in self-pre- 
serving buoyant turbulent plumes 
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Fig, 4 Radial profiles of radial velocity fluctuations in self-preserving 
buoyant turbulent plumes 

Values of E0 found from Eq. (20) are summarized in Table 2 for 
various existing measurements. The main trend of the data is for 
Eo to decrease as self-preserving conditions are approached at 
large distances from the source, with Eo decreasing roughly 40 
percent over the range of existing measurements. 

0 . 4  

Velocity Fluctuations. Radial profiles of streamwise, radial, 
and tangential velocity fluctuations for the self-preserving region o.3 
of the two sources, ( x  - X o ) / d  -> 87 and ( x  - Xo)/lM --> 12, are 
illustrated in Figs. 3-5.  It is seen that over the range of stream- 
wise distances considered, the profiles are universal within ex- 
perimental uncertainties. Results at smaller distances (not shown 
in Figs. 3 -5 ) ,  however, exhibited broader profiles, analogous to 
the other mean and fluctuating properties within the transitional t 
region of buoyant turbulent plumes. The magnitude of stream- ~ o.2 
wise turbulence intensities near the axis, however, actually de- u~ 
creases slightly during the latter stages of development of the 
transitional plumes. This behavior appears to be due to the in- 
crease of mean velocities near the axis (when appropriately 
scaled) as the self-preserving region of the flow is approached. 
Thus, present estimates of (ff'/u~,. = 0.22 generally are lower 
than values in the range 0.25-0.32 observed earlier for transi- 0.1 
tional plumes, see Table 2. 

The presence of the dip in streamwise velocity fluctuations 
near the axis for the self-preserving region, seen in Figs. 3-5,  is 
similar to the behavior of nonbuoyant jets, see Papanicolaou and 
List (1988) and references cited therein, and is expected because 
turbulence production is reduced near the axis due to symmetry. 
In contrast, Dai et al. (1994) did not observe a corresponding dip 0.0 
near the axis for mixture fraction fluctuations, within self-pre- -0.3 
serving buoyant turbulent plumes, which they attribute to buoy- 
ancy/turbulence interactions because such dips are observed in 
nonbuoyant turbulent jets (Becker et al., 1967). Another unusual 
effect of buoyancy is that streamwise turbulence intensities near 
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Fig. 5 Radial profiles of tangential velocity fluctuations in sel f -preserv- 
ing buoyant turbulent plumes 
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F i g . 6  Temporal  power  spectra of streamwise velocity fluctuations in the 
self-preserving portion of buoyant turbulent sulfur hexafluoride plumes 

as ( x  - Xo) /d ,  or the plume Reynolds number, increases. For 
example, the intersections of the - ~  and - 3  subranges occur at 
higher values of n ~-,, and (x - x0)/d increases; similar behavior 
has been observed for mixture fraction fluctuations in the self- 
preserving region of buoyant turbulent plumes (Dai et al., 1994). 
At higher frequencies, power spectral densities should become 
small as the Kolmogorov scale is approached. However, present 
measurements could not resolve this region due to seeding lim- 
itations, which introduced effects of step noise. 

The measured values of the temporal integral scales are illus- 
trated in Fig. 7 for the self-preserving region of the two plumes. 
Additionally, streamwise spatial integral scales have been found 
from the temporal integral scale data using Taylor's hypothesis, 
e.g., A,x = fiT,, and are plotted in Fig. 7 as well. Self-preserving 
normalization has been used for both integral scales, similar to 
past treatment of integral scales relevant to mixture fraction fluc- 
tuations (Dai et al., 1994). Both integral scales approximate uni- 
versal behavior for self-preserving conditions when plotted in the 
manner of Fig. 7. The spatial integral scale for streamwise ve- 
locity, A,x, exhibits a slight reduction near the axis, which is not 
observed for spatial integral scales associated with mixture frac- 
tion fluctuations. The increase of r ,  near the edge of the flow is 
similar to the behavior of ~-f observed by Dai et al. ( 1994); this 
increase is caused by smaller mean velocities near the edge of 
the flow, combined with relatively uniform spatial integral scales, 
through Taylor's hypothesis, 

Reynolds Stress. Present measurements of Reynolds stress 
for the self-preserving region of the two plumes are illustrated in 
Fig. 8. The measurements are seen to exhibit universal behavior 
throughout the self-preserving region, with u ' v '  = 0 at r = 0, 
and then increasing to a maximum value near r / ( x  - x0) = 0.05 
(in the absolute sense), before decreasing to zero once again at 
large r. Notably, the region of the maximum Reynolds stress in 
Fig. 8 roughly corresponds to the region of maximum velocity 
fluctuations in Figs. 3-5 .  

the axis of self-preserving plumes are slightly lower than for 
nonbuoyant jets, 0.22 in comparison to 0.25, see Papanicolaou 
and List (1988) for a discussion of existing turbulent jet data. 
Thus, buoyancy/turbulence interactions simultaneously act to re- 
duce velocity fluctuation intensities, and to increase mixture frac- 
tion fluctuation intensities, near the axis of self-preserving tur- 
bulent plumes, in comparison to values found for nonbuoyant x 
jets. Other properties of the velocity fluctuations in the self-pre- x 
serving region of buoyant turbulent plumes are qualitatively sim- % 
ilar to nonbuoyant turbulent jets (List, 1982). For example, ~' '== 

~ '  throughout the self-preserving region, while the outer edge 
of the flow is nearly isotropic, e.g., if' ~ ~' ~ ~ '  for r / ( x  - Xo) 
P- 0.2. In contrast, the flow exhibits greater anisotropy near the 
axis, e.g., if' ~ 1.25~' ~ 1.25~' for r / ( x  - xo) < 0.1. Finally, 
the region of peak values of if', ~'  and ~ '  is nearly the same, 
e.g., r / ( x  - xo) of roughly 0.05. 

Some typical temporal power spectra of streamwise velocity 
fluctuations for the self-preserving region of the sulfur hexafluo- 
ride plumes are illustrated in Fig. 6. Results for the self-preserv- 
ing region of the carbon dioxide plumes are similar. The spectra 
are relatively independent of radial position, when normalized in 
the manner of Fig. 6. The spectra initially decay according to the ~, 
- ~  power of frequency, analogous to the well-known inertial- x 
convection region for scalar property and velocity fluctuations in 
nonbuoyant turbulence (Tennekes and Lumley, 1972). At higher < 
frequencies, however, there is a prominent region where the spec- 
tra decay according to the - 3  power of frequency, which has 
been observed before but only in buoyant turbulent flows (Dai 
et al., 1994; Mizushima et al., 1~79; Papanicolaou and List, 1987, 
1988). This region has been called the inertial-diffusive sub- 
range, where the variation of the local rate of dissipation of ve- 
locity fluctuations in buoyant flows is due to buoyancy-generated 
inertial forces rather than viscous forces. This effect is plausible 
due to the progressive increase in the span of the inertial range 
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The consistency of measured values of Reynolds stress with 
other measurements of mean and fluctuating quantities was eval- 
uated, similar to the conservation of mass considerations for ~, 
discussed earlier. Imposing the approximations of a thin, bound- 
ary-layer-like plume flow, self-preserving conditions so that den- 
sity variations are small, and neglecting viscous stresses in com- 
parison to turbulent stresses, there results: 

ffOff/Ox + ~Off/Or = O/Ox(~ '2 - •,2) 

+ g ( 1  -- P®/Po) f -  O / O r ( r u ' u ' ) / r  (21) 

Then, integrating Eq. (21), assuming (if,2 _ ~,2)/ff2 ~ 1, and 
using the present correlations for E and ~ and the correlation for 
f from Dai et al. (1994), all for the self-preserving portion of 
the flow, yields the following expression for Reynolds stresses: 

u' v' / ff ~ = ( F(  O )/ ( ar/k~U ( O )2) ) ( 1 - exp(-k}~?2)) 

+ (77 + 1/(3~7k,2)) exp(-2k2r/2) - 1/(3k2~7) 2 - E~/ff~ (22) 

Equation (22) also is plotted in Fig. 8. In general, this relation- 
ship is in good agreement with the measurements, implying rea- 
sonably good internal consistency of the present data. The main 
discrepancies between Eq. (22) and present measurements of 
Reynolds stresses are observed near the edge of the flow. This 
difficulty is mainly thought to be due to errors in the fits of mean 
velocities and mixture fractions by Gaussian functions near the 
edge of the flow. 

Conclusions 
Velocity statistics were measured in round buoyant turbulent 

plumes in still and unstratified air, in order to supplement earlier 
measurements of mixture fraction statistics for these flows due 
to Dai et al. (1994). The test conditions involved buoyant jet 

sources of carbon dioxide and sulfur hexafluoride to give Po/P~ 
of 1.51 and 5.06 and source Froude numbers of 7.80 and 3.75, 
respectively, with (x - Xo)/d in the range 87-151 and (x - Xo)/ 
IM in the range 12-43. The major conclusions of the study are 
as follows: 

1 Present measurements yielded distributions of mean 
streamwise velocities in self-preserving plumes that were up to 
40 percent narrower, with larger mean streamwise velocities near 
the axis (when appropriately scaled), and smaller entrainment 
rates, than earlier results in the literature. The reason for these 
differences is that the earlier measurements were limited to (x - 
Xo)/d ~ 62, which is not a sufficient distance from the source to 
observe self-preserving behavior. Notably, these observations 
confirm the earlier results of Dai et al. (1994) concerning the 
requirements for self-preserving buoyant turbulent plume behav- 
ior, based on measurements of mixture fraction statistics. 

2 Radial profiles of velocity fluctuations in self-preserving 
buoyant turbulent plumes and nonbuoyant turbulent jets are sim- 
ilar: the streamwise component exhibits a dip near the axis with 
intensities at the axis of roughly 22 percent for buoyant turbulent 
plumes, and there is a tendency toward isotropic behavior near 
the edge of the flow. This behavior is in sharp contrast to mixture 
fraction statistics where mixture fraction fluctuations within 
buoyant turbulent plumes do not exhibit a dip near the axis, un- 
like nonbuoyant turbulent jets. Effects of buoyancy/turbulence 
interactions causing this contrasting behavior for velocity and 
mixture fraction statistics clearly merit further study. 

3 The temporal power spectra of streamwise velocity and 
mixture fraction fluctuations are qualitatively similar: The low- 
frequency portions scale in a robust manner even in the transi- 
tional plume region, there is an inertial region where the spectra 
decay according to the - ~  power of frequency, and there is an 
inertial-diffusive region at higher frequencies where the spectra 
decay according to the - 3  power of frequency. The inertial-dif- 
fusive region has been observed by others for buoyant flows but 
is not observed in nonbuoyant flows; thus, the inertial-diffusive 
region is an interesting buoyancy/turbulence interaction that 
merits further study. 

4 Past evaluations of turbulence models for buoyant turbu- 
lent flows, based on the assumption of self-preserving behavior 
for earlier measurements within buoyant turbulent plumes, 
should be reconsidered. In particular, present measurements sug- 
gest that such evaluations were compromised by effects of flow 
development because past measurements generally involved 
transitional plumes. 
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In-Depth Absorption of 
Externally Incident Radiation 
in Nongray Media 
During flame spread along a surface, the thermal radiation emitted by high-temperature 
combustion products supports the advancement of  the flame front. To model the re- 
sponse o f  the solid to the externally incident radiation, it is necessary to consider the 
spectral variation of  radiative properties of  the solid. For highly absorbent solids, such 
as wood or particle board, almost all of  the externally incident radiation is absorbed 
at or very near the surface. However, for highly semitransparent materials, such as a 
plastic material whose surface is not clean, the externally incident radiation is absorbed 
both at the surface and within the material. In this work, the objective is to study both 
theoretically and experimentally the importance of  in-depth radiation. A transient, one- 
dimensional model is formulated and solved numerically. The spectral radiative prop- 
erties employed in the radiation model have been obtained from separate experiments 
on polymethylmethacrylate ( PMMA ), a clear plastic. The model demonstrates the im- 
portance of  in-depth absorption. Model results exhibit the same trend as those revealed 
in experiments for the rise in surface temperature of  the sample. 

Introduction 
The rate of flame spread along a surface depends upon the rate 

at which the surface just ahead of the pyrolysis front reaches its 
pyrolysis temperature. The effects from both thermal radiation 
and convection cause rapid heating of the unpyrolyzed surface 
to the pyrolysis temperature. If the flame contains a high con- 
centration of soot and if the flame temperature is 1500 K or 
higher, the effects of thermal radiation are of particular impor- 
tance. Examples of such situations include, among others, the 
case of burning walls within confined spaces where surrounding 
flames constitute a strong source of external radiation (Kulkarni, 
1990; Ito et al., 1992) and emission from plumes of burning 
liquid pools (Klassen et al., 1992). To model the thermal re- 
sponse of semitransparent materials exposed to externally inci- 
dent radiation, it is necessary to consider the effects of in-depth 
absorption, which includes spectral variation of the radiative 
properties. 

Park and Tien (1990) performed a detailed analysis of the 
heating up and ignition of solid fuels subjected to radiation that 
included volumetric radiation absorption in both the gaseous and 
solid phases. For in-depth absorption in the solid, they used a 
gray model with a constant value of 100 cm-~ for the absorption 
coefficient. A nongray radiation model was employed by Song 
and Viskanta (1990) to study heating of ice by external radiation 
using a multiband, spectrally dependent absorption coefficient. 
Using a gray model, Finlayson et al. (1987) studied temperature 
profiles caused by in-depth absorption in polymeric solids and 
compared them to the opaque case. For clear plastics, such as 
polymethylmethacrylate (PMMA), the absorption coefficient is 
highly wavenumber dependent and much smaller (i.e., the radi- 
ation is absorbed much deeper inside the solid). As a result, it is 
necessary to measure the spectral variation of the absorption co- 
efficient accurately in order to model the volumetric absorption 
of the incident radiation. 

Flame spread driven by externally incident radiation has been 
studied experimentally and theoretically (Saito et al., 1989; Fer- 
nandez-Pello, 1977). However, these models treated the medium 
as opaque. Such an assumption results in a more rapid rise in 
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 1993; 
revision received March 1994. Keywords: Conjugate Heat Transfer, Fire/Flames, 
Radiation. Associate Technical Editor: W. L. Grosshandler. 

surface temperature and consequently in a greater rate of pre- 
dicted flame spread. On the other hand, in-depth absorption re- 
sults in distribution of the incident radiant energy within the ma- 
terial, and hence the surface temperature rises at a lower rate. 
Consequently, upward flame spread will be slower on a semi- 
transparent medium. 

In order to improve the predictive capabilities of ignition and 
flame spread across semitransparent materials, it is important to 
account for a spectral variation of the in-depth radiation absorp- 
tion in the model. In particular, prediction of surface temperature 
requires detailed treatment of the interfacial conditions between 
the gas and solid phases. PMMA is a material commonly used 
in many practical applications as well as in flammability testing. 
The objective of the present work is to study the effects of in- 
depth radiation absorption on the surface temperature of a semi- 
transparent material, using PMMA as an example. Analysis for 
a problem of one-dimensional, transient conduction with volu- 
metric spectral radiation absorption is carried out and solved nu- 
merically to determine the surface temperature. The model ac- 
counts for spectral variation of the absorption coefficient and 
reflectivity. These properties are determined for PMMA using a 
Fourier transform infrared (FTIR) spectrometer. Experiments are 
conducted to measure the surface temperature of PMMA slabs 
subjected to a range of flux levels of externally incident radiation. 
The effect of in-depth absorption is then evaluated by comparing 
surface temperature histories of semitransparent slabs with clear 
versus absorbing front surfaces obtained from both model and 
experiments. 

Mathematical Model 

Assumptions. A schematic of the model is shown in Fig. 1. 
The medium considered is either semitransparent or opaque. In 
a real fire situation, the surface well above the pyrolysis front 
may be clear initially, but becomes covered with a layer of soot 
as combustion progresses. Hence, it is necessary to consider one 
situation when the surface is clear and the other when the surface 
is covered with a layer of soot or dust. When the surface is cov- 
ered with a layer of soot, most of the external radiation is ab- 
sorbed at the surface, hut the soot layer may reradiate some of 
this energy into the semitransparent medium and into the sur- 
roundings. However, if the medium is opaque, reradiation takes 
place into the surroundings only. When the surface is free of soot 
or dust, in-depth absorption takes place in the case of a semi- 
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transparent medium, whereas the opaque medium either reflects 
or absorbs the incident radiant energy at the surface. Based on 
this description, the mathematical  model considers the following 
four cases: 

Case 1: The front surface is clear, and the medium is semi- 
transparent. 

Case 2: The front surface is clear, and the medium is opaque. 
Case 3: The front surface is absorbing (soot-covered) ,  and 

the medium is semitransparent. 
Case 4: The front surface is absorbing (soot-covered) ,  and 

the medium is opaque. 
The difference in the thermal response between case 1 and case 

2 illustrates the effect of in-depth absorption for clear samples, 
and the difference in the thermal response between case 3 and 
case 4 reveals a similar effect for surface-absorbing samples. The 
purpose of the proposed model is to predict the thermal response 
of the semitransparent or opaque medium. It employs the follow- 
ing set of assumptions: 

1 The temperature distribution within the medium is one 
dimensional  and transient. 

2 The front surface at x = 0 is subjected to externally in- 
cident radiation and convection. 

3 The back surface at x = L is insulated and neither receives 
nor reflects any thermal radiation. 

4 The externally incident radiation is diffuse. 
5 Emission of thermal radiation from and scattering within 

the semitransparent medium is neglected. 
6 The soot layer is a perfect emitter and a perfect absorber 

of thermal radiation. 
7 In the surface temperature measurements,  the external 

flux is not truly hemispherical.  Hence, the normal spectral 
reflectivity obtained from measurements  of P M M A  has 
been used for the hemispherical  spectral reflectivity. 

8 The spectral emissive power of the external source 
(heated panel) is based on calibration measurements  at 
the sample location, gray emissivity of the panel 's  sur- 
face, and temperature measurements  of the panels. 

9 Properties of P M M A  are independent of temperature in 
the range of interest. 

10 Properties of surrounding air are temperature dependent. 

Some of these assumptions require further explanation. Re- 
garding assumption 1, the length and width of a slab or wall 
material is usually much greater than its thickness in most  ap- 
plications of interest; therefore, the parameters of  interest do not 
vary significantly with length or width. Assumption 3 is based 
on the fact that thermal-wave penetration is not deep for thick 
samples (typically 19 mm) employed in our relatively short du- 
ration experiments,  and that the absorption of the incident radi- 
ation in P M M A  is nearly complete at a depth of about 4 mm for 
the wavenumbers  of interest (Daikoku et al., 1991 ). Reradiation 
from the medium will be most important  very close to the surface, 
where the surface temperature is the highest. To justify assump- 

Clear or 
Sooty \ 
Surface \ 

h , ~  

Diffuse 
External 
Radiation 

T(x,L) Insulated 
Surface 

t ransparent  Medium 

I 
I+(x,u) ~/ 

I-(x,-u) 
- ~ -  ~ _----~= 

x=O 

Fig. 1 Schematic of mathematical model 

v 

tion 5, the total forward intensity was compared to the reradiated 
intensity very close to the surface and was found to be less than 
10 percent for the worst case scenario of the highest sample tem- 
perature and lowest external flux. For further justification of as- 
sumptions and more details, please refer to Manohar  (1992) .  

Formulation. The energy equation within the solid is given 
by 

02T S(x) pC, OT -~, kox  2 0 < x < L ,  t > 0 ,  

with initial condition 

T=Ti ,  O<-x<-L, t = 0  

and boundary condition 

OT 
- - = 0 ,  x = L ,  t > 0 .  
Ox 

The boundary conditions at x = 0, t > 0, are as follows: 
Case 1: Semitransparent solid with clear surface 

OT 
h ( T ~ -  T ) = - k - -  

Ox 

Case 2: Opaque solid with clear surface 

fo oF (1 - p.)qe,.du + h(T= - T) = - k ~ x  

Because the surface reradiation term is expected to be small for 
samples with clear surfaces, it is not included in this energy bal- 

N o m e n c l a t u r e  

a = absorption coefficient, m-I  
C = specific heat, J kg-I K-  
E = emissive power, W m -2 
h = heat transfer coefficient, W m -2 

K-t 
I = radiation intensity, W sr -~ cm m -2 
k = thermal conductivity, W m -~ K -~ 
L = thickness of slab, m 
q = heat flux, W m 2 
T = temperature, K; also, total transmit- 

tance 
T = dimensionless temperature 

t = time, s 
x = distance, m 
£ = dimensionless distance 

= absorptivity 
0 = angle of directional radiation 
k = wavelength, # m  
# = cos 0 (see Fig. 1) 
u = wavenumber,  cm -1 
p = density, kg m-3; also, reflectivity 

when subscripted 
7- = transmittance of medium 

Subscripts 

b = blackbody 
e = external 
i = initial 

p = at constant pressure 
= ambient  

k, u = spectral 

Superscripts 

- = backward 
+ = forward 
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ance. This also ensures that the same amount of energy is de- 
posited on the opaque and semitransparent solids; consequently, 
the difference in surface temperature between cases 1 and 2 is 
due to in-depth absorption. 

Case 3: Semitransparent solid with surface covered with 
SOOt 

OT 
qe + h(T~ - T)  - 2Eb[T(0, t)] = - k -  

Ox 

Case 4: Opaque solid with surface covered with soot: 

OT 
qe + h(T~ - T)  - Eb[T(O, t)] = - k - -  

Ox 

The source term in Eq. ( 1 ) is aq, 
S(x)  Ox 

and for the opaque medium, it is 

S(x)  = O. 

In order to estimate the convective heat transfer, it is necessary 
to determine the heat transfer coefficient. The Nusselt number is 
determined using a correlation for a vertical surface at constant 
temperature (Churchill and Chu, 1975) since variation of tem- 
perature along the surface is not significant. During the experi- 
ments, however, the surface temperature is expected to vary from 
about 298 to 570 K; therefore, variable properties of air are used. 
For a semitransparent medium, the equation of transfer for a non- 
scattering and nonemitting medium is given by (Siegel and How- 
ell, 1981), 

Ol~( x, #) 
# Ox + a . I , , ( x , # ) = O ,  O < x < L ,  - 1  <-#~-  1. 

The radiation intensity is split into a forward I + and backward 
direction I - ,  The boundary conditions at x = 0 and x = L, cor- 
responding to the two cases involving a semitransparent medium 
described above are given by 

Case 1: I+(0) = (1 - p,,)q~,./Tr 
Case 2: 1+(0) = Eo,.[T(0, t), u]/Tr 

and, for both cases, I ;  ( L, - # )  = O, # > O. 
The solution to the radiation problem is immediately found as 

l+~(x, #) = I+(0) exp( -a .x /# ) ,  # > 0, 

I ~ - ( x , - / z ) = 0 ,  / .z>0. 

Integration over all solid angles and wavenumbers yields an ex- 
pression for the source term of the form 

S(x)  = 27r f ~  a.l+~(O)E2(a.x)du 

where Ez(a~x) is the exponential integral function. Spectral ab- 
sorption coefficient and reflectivity are determined experimen- 
tally, as discussed in the following section. Finally, a solution to 
the transient heat conduction problem is obtained using the 
Crank-Nicholson scheme. The resulting finite-difference equa- 
tions were solved using a Digital VAX computer. 

Experiments 
Two series of experiments were conducted: radiation property 

measurements for input to the model, and transient surface tem- 
perature measurements for a slab in the presence of strong ex- 
ternal radiation to verify the model. 

Absorption Coefficient and Retlectivity, The mathematical 
model requires input of the spectral absorption coefficient and 
reflectivity of the surface.These properties were deduced from 
transmittance measurements for PMMA slabs of different thick- 

ness, using an FTIR spectrometer. A wavenumber range from 
12,000 to 500 cm -~ was covered through two different combi- 
nations of detector and beam splitter. A potassium bromide 
beam-splitter was used with a mercury-cadmium-telluride 
(MCT) detector, and a quartz beam splitter was used with a lead 
selenide detector. Details of the FTIR experiments can be found 
from Manohar (1992), The data reduction procedure discussed 
below is similar to that used by Myers et al. (1983). 

The spectral data obtained using the spectrometer represent the 
total transmittance (T.), that is, it accounts for multiple reflec- 
tions within the semitransparent medium. To deduce the trans- 
missivity (7-.) and reflectivity (p~), one employs the relationship 
(Siegel and Howell, 1981 ), 

_ _  2 2 - ( 1  - p.)2 + x/(1 pv) 4 + 4T .p~  
r .  = 2T.p2 

Transmittance data (T.) for at least two different sample thick- 
nesses are necessary in order to solve for the two unknowns (a.) 
and (p.) at each wavenumber. The resulting pair of nonlinear, 
simultaneous equations is readily solved using the available soft- 
ware NEQNF (IMSL. 1984). Data for three different combina- 
tions of sample thicknesses were obtained and values were av- 
eraged. The repeatability of the transmittance data was verified 
by conducting additional experiments for another set of samples 
of the same thickness. Finally, the absorption coefficient, a~, is 
calculated from 

r .  = exp ( - a .L ) .  

Surface Temperature Measurements. In order to verify the 
accuracy of the model discussed earlier, experiments were carried 
out to determine the rise of surface temperature on two sets of 
PMMA samples subjected to a range of heat fluxes. In the first 
set, clear samples were used. In the second set, samples were 
covered with a flat black paint to simulate the presence of a layer 
of soot. 

Figure 2 shows the experimental setup. A 12 cm × 12 cm X 
1.9 cm PMMA sample was mounted in a sample holder. The 
sides and back face of the sample holder were insulated with 
ceramic fiber and then mounted on a steel framework. The sam- 
ple was then subjected to external radiation by radiant panels 
placed in front of it. The power supplied to the radiant panels 
was varied with a silicon control rectifier (SCR) controller. 

Four grooves of the depth approximately equal to the ther- 
mocouple bead diameter were cut into the sample, two on the 
front face and two on the back face. Thermocouples of 100 #m 
diameter were mounted in these grooves. A few drops of a vol- 

!ii Iii il i'iiil;i 'iii!!' i! 'ii 'ii'iiii'  i ili'  iJ!!',!!',ii!l' :;i'=ii',iii! ii=,iiiiiilli 
?.:::?? ::.:::??.::?:::.::?~ ======================== :::::::::::::::::::::::::::::::::::::::::::::::::::::: 

Controller 

Fig. 2 S~hematic of experimental setup 
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Fig. 4 Spectral reflectivity and the 14-band model 

atile solution added to the grooves then dissolved a small amount 
of PMMA. A thin layer of PMMA formed on the thermocouple 
bead and its wires; this ensured that the temperature read by the 
thermocouple was essentially that of the surface of the sample. 
The thermocouples were connected to a digital data acquisition 
system. 

The error in surface temperature measurements was mainly 
due to the size of the junction and the uncertainty in positioning 
the thermocouple junction at the surface (about 0.5 mm), and 
the magnitude depended on the temperature gradient at the sur- 
face (between 6 to 40 deg per mm for heat flux between 3.7 and 
16.2 kW/m2). In addition, there is an error due to difference in 
emissivities of thermocouple junction and PMMA surface, an 
error in measuring the heat flux itself (about 10 to 20 percent 
depending on heat flux level), and scatter in data (about 1.5 deg). 
Thus, the surface temperature data are accurate to within _+5 to 
+_25 deg. Since there are uncertainties in the model due to inexact 
property data and other assumptions, it is important to compare 
the data and model calculations qualitatively, while model cal- 
culations at various conditions can be compared quantitatively. 
The experiments were conducted primarily to observe any ob- 
vious relative effects of in-depth absorption on temperature pro- 
files, and to observe the general trends of temperature at various 
conditions. 

Results and Discussion 

Radiation Properties. The FTIR data obtained for clear 
PMMA samples revealed a relatively low transmittance in the 
near- and mid-infrared wavenumber ranges, from 1000 to 3000 
cm- t, compared to wavenumbers over 4000 cm- ' .  Transmittance 
for soot-covered samples was found to be negligible compared 
to that of the clear samples due to high absorption in the soot 
layer on the surface. Figures 3 and 4 show the deduced spectral 
absorption coefficient and reflectivity, respectively. The absorp- 
tion coefficient data in the region 1000 to 3000 cm--' show a 
number of spikes. This may be explained by examining the mo- 
lecular structure of PMMA. The monomer unit of PMMA is 
C5H802. The region around 1000 cm-'  corresponds to the bend- 
ing of C-H,  C - O - C ,  and C : O  groups and the twisting fre- 
quencies of the methyl (CH3) and methylene (CH2) groups. The 
region around 3000 cm-'  corresponds to the stretching frequency 
of the C - H  bond in the methyl group (Silverstein et al., 1981). 
This region also has a high reflectivity, which explains the low 
transmittance values. 

Figure 3 also shows the blackbody radiation spectrum at 1000 
K and the 14-band model for the absorption coefficient. It should 
be noted that only 25 percent of the incident energy from a source 
having an equivalent blackbody emission at 1000 K is contained 

in the spectrum above 3300 cm- ' .  On the other hand, the spectral 
absorption coefficient changes in a highly nonlinear manner with 
the wavenumber, then rapidly diminishes above 3300 cm- ' .  The 
band model range is selected in such a way that below 1775 cm-'  
and above 6250 cm-'  absorption of radiant energy changes from 
a volumetric to a surface phenomenon because the transmittance 
is negligible in those regions. The range between these two val- 
ues is divided into 14 equal intervals, and within each interval 
the absorption coefficient is uniform. It should be noted that the 
in-depth absorption depends on both the spectral distribution of 
incident radiation and the spectral properties of the absorbing 
medium. Therefore, a carefully selected multiband model must 
be used in addressing the radiation problem. Table 1 shows the 
details of the experimentally determined band model used in the 
present problem. 

Surface Temperature Measurements. Experiments were 
carried out for clear and blackened samples, using five different 
heat fluxes ranging from 3.7 to 23.2 kW/m 2. Experimental data 
were recorded until either steady state was rea6hed or the surface 
of the sample was completely covered with bubbles. Figure 5 
shows the measured surface temperature of clear and surface- 
blackened PMMA samples for a heat flux of 16.2 kW/m2; results 
at other heat fluxes are not shown here for brevity. At the lowest 
level of heat flux (3.7 kW/m2), bubbles did not form at the 
surface of the PMMA sample before the surface temperature be- 
gan to reach the steady-state value asymptotically. With an in- 

Table I A 14-band model for spectral absorption coefficient and reflec- 
tivity 

Wavenumbcr  range (era" 1 ) Absorption coefficient (era " l)  Reflecfivity 

1800 - 2122  38 .95  0 .33  

2122  - 2444  35 .85  0 .066  

2444  - 2766  28 .64  0 ,024  

2766  - 3088  24 .74  0 .5643  

3088 - 3410  24 .53  0 .0431  

3410  - 3732  21 .65  0 .6151 

3732  - 4054  8 .70  0 .019  

4054  - 4376  24 .07  0 .0732  

4376  - 4698  12.77 0 .2301 

4698 - 5020  2 . 2 6  0 .013  

5020  - 5342  1 .70 0 .0099  

5342  - 5664  2 .74  0 .0097  

5664  - 5986  5 .55  0 .0092  

5986  - 6308  2 .68  0 .0061  
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Fig. 5 Comparison between surface temperatures obtained by model 
and measured in experiments for clear and blackened surfaces at an ex- 
temal heat flux of 16.2 kW/m 2. E = Experiment, M = Model, C = Clear 
surface, B = Blackened surface. 

crease in the external flux, the rate of temperature rise became 
far more pronounced, with bubbles forming rapidly just beneath 
the surface. Because of convective loss at the surface and in- 
depth absorption, the highest temperature in the solid occurs at 
an interior location, not at the surface. Therefore, formation of 
bubbles under the surface is an indication of in-depth absorption. 
Recovered samples showed bubble formation just beneath the 
surface. For blackened PMMA samples, the general nature of the 
temperature rise was the same as in the clear samples. However, 
as the temperature of the surface increased, the time required for 
bubble formation at the surface decreased. This is to be expected, 
since a larger fraction of the externally incident radiation is ab- 
sorbed by the blackened PMMA surface compared to the clear 
PMMA surface. 

Analytical Results. For a given surface condition (clear or 
blackened) and heat flux, the difference between the opaque and 
semitransparent cases represents the effect of in-depth radiation 
absorption. Figure 6 shows the effect of in-depth absorption by 
comparison of profiles in dimensionless position and tempera- 
ture, 

T -  T~ 

(q /kA)~t  

and 

X 

The choice of dimensionless parameters is based on the clas- 
sical solution for conduction in a semi-infinite medium with con- 
stant heat flux (Holman, 1986). Results of in-depth temperature 
distribution in opaque and semitransparent slabs subjected to 
fluxes of 3.7 kW/m 2 and 16.2 kW/m 2 at t = 125 s, and a flux of 
3.7 kW/m 2 at 2000 s, are presented in Fig. 6. The back face 
temperature of the slab at 125 s is essentially unchanged, indi- 
cating virtually no penetration of thermal wave to the back face. 
Thus, at shorter durations, the slab behaves like a semi-infinite 
medium and the dimensionless variables adequately predict the 
temperature distribution. However, the dimensionless variables 
ate in general not appropriate in the present problem for three 
main reasons. First, the back surface temperature starts increasing 
significantly at relatively longer times and/or at higher fluxes 
encountered in the present problem (see, for example, results at 
t = 2000 s, Fig. 6). Second, the external radiation is wavelength 
dependent, and so are surface reflectance and in-depth absorption 
properties. The actual amount of energy for a given incident flux, 
therefore, is not the same for an opaque slab and a semitrans- 
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Fig. 6 Thermal wave penetration in dimensionless temperature and po- 
sition coordinates. Profiles at t = 125 s for the two fluxes coincide within 
the line thickness. In each set, the profile with lower surface temperature 
corresponds to the semitransparent medium and higher surface temper- 
ature corresponds to the opaque medium. 

parent slab at different depths. Finally, the convective heat loss 
from the front surface depends on the surface temperature, which 
is different for the opaque and semiinfinite cases. Therefore, the 
remaining results are presented in actual variables. 

Figure 7 shows the temperature profiles obtained for semi- 
transparent and opaque media for different heat fluxes. Since in- 
depth absorption distributes energy within the solid, the surface 
temperature is expected to rise at a slower rate. The temperature 
profiles intersect just below the surface because the total energy 
deposited into the solid is the same, except for the convective 
loss. (Since the surface temperatures are different, the convective 
loss from the opaque medium is greater than that of the semi- 
transparent medium; therefore, the two curves do not meet later.) 

In applications such as upward flame spread, the heat-up time 
(time required to reach a critical temperature) is an important 
parameter. Figure 8 shows the effect of in-depth absorption on 
the rise of surface temperature at two different fluxes. As a rep- 
resentative case for the clear samples, the time required for the 
surface temperature to reach 150°C for the clear surface is re- 
corded in Table 2 for several heat fluxes. A temperature of 150°C 
is selected because bubble formation does not occur at this tem- 
perature. At low heat fluxes, the difference is on the order of 10 
percent. The temperature rise for both media is slow, and the 
surface temperature asymptotically reaches steady state. At 
higher heat fluxes, however, there is a significant increase in the 
heat-up time for the semitransparent sample, which requires more 
than twice the time to reach 150°C at a heat flux level of 16.2 
kW/m 2 compared to the opaque sample. Clearly, a semitrans- 
parent medium will support upward flame spread at a slower pace 
than a similar opaque medium. 

C 
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Fig. 7 Theoretical temperature profiles at two different conditions. O = 
Opaque medium, S = Semitransparent medium. 
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For blackened samples, it is observed that there is practically 
no difference in the rise of surface temperature for the two media. 
Both absorb the externally incident flux at the surface. Energy 
reradiated inward by the semitransparent medium's blackened 
surface is then absorbed in depth. This fraction of energy does 
not noticeably affect the surface temperature. The time required 
for the surface to reach a critical temperature is virtually the 
same. For the cases considered in this work; in-depth absorption 
does not significantly affect the thermal response of media with 
blackened surfaces. 

Comparison With Experiments. The model results are com- 
pared to experiments in Fig. 5. Examination of this figure reveals 
a discrepancy between the model prediction and experiments. 
There are several reasons for this discrepancy. First, the model 
uses measured values of the heat flux. The temperature rise is 
extremely sensitive to the heat flux, and a small error in deter- 
mining the heat flux significantly affects the heat-up time. Sec- 
ond, the model assumes temperature-independent properties for 
PMMA. Nonetheless, the model does predict the same trends as 
those established in the experiments. 

When there is a fire in a confined space, a surface may be 
subjected to external radiation from surrounding burning walls 
before actually igniting. However, once combustion has been ini- 
tiated, the surface is rapidly covered with soot. In the case of 
semitransparent materials,it will be important to account for in- 
depth absorption while analyzing heat up time. After ignition, 
however, the medium can effectively be considered opaque if 
there is soot deposition. 

Conclusions 
An analysis has been carried out to determine the effects of 

in-depth absorption of externally incident radiation. The radiation 
model considered the spectral variation of the absorption coef- 
ficient, which was obtained from FTIR spectroscopy experi- 
ments. Surface temperature results from the model were also 
compared with those obtained from experiments on PMMA. 
Based on the results for PMMA slabs under external radiation, 
the following conclusions have been reached: 

1 For clear surfaces, the rise of surface temperature is af- 
fected by in-depth absorption. Heat-up times are significantly 
longer for semitransparent media as opposed to opaque media. 
Upward flame spread on semitransparent media is, therefore, ex- 
pected to be slower than on opaque media. 
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Fig. 8 Rise of surface temperature for a PMMA slab. The difference be- 
tween the clear and the opaque media represents the effect of in-depth 
absorption. Extema! heat flux is 16.2 kW/m 2. O = Opaque medium, S = 
Semitransparent medium, C = Clear surface, B = Blackened surface. 

Table 2 Time required for surface temperature to reach 150°C for sam- 
Dies with clear surface 

Flux (kW/m 2) Time for Time for opaque % difference (based 

semitransparent medium on time for opaque 

medium (s) (s) medium) 

3.7 2332 2130 9.5 

6.8 662 513 29.0 

12.5 155 95 63.1 

16.2 91 49 85.7 

23.1 46 19 142.1 

2 For a blackened surface, opaque and semitransparent me- 
dia have nearly the same surface temperature rise. Semitranspar- 
ent media may thus be considered opaque for upward flame 
spread purposes when the surface is covered with soot or dust. 

3 The radiation problem required the use of a fourteen-band 
model for PMMA to represent the spectral variation of surface 
reflectivity and absorption coefficient in order to adequately ac- 
count for heating under external radiation. 

4 The theoretical model demonstrates the same trends as the 
experiments. 
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Computational Evaluation of 
Approximate Rayleigh-Debye- 
Gans/FractaI-Aggregate Theory 
for the Absorption and 
Scattering Properties of Soot 
A computational evaluation of  an approximate theory for the optical properties of soot 
is described, emphasizing the small-angle ( Guinier ) regime. The approximate theory 
(denoted RDG-FA theory) is based on the Rayleigh-Debye-Gans scattering approx- 
imation while treating soot as mass-fractal aggregates of spherical primary particles 
that have constant diameters and refractive indices. The approximate theory was eval- 
uated by more exact predictions from the solution of the volume integral equation 
formulation of the governing equations, using the method of moments, and based on 
the ICP algorithm of lskander et al. (1989). Numerical simulations were used to con- 
struct statistically significant populations of soot aggregates having appropriate fractal 
properties and prescribed numbers of primary particles per aggregate. Optical prop- 
erties considered included absorption, differential scattering, and total scattering cross 
sections for conditions typical of soot within flame environments at wavelengths in the 
visible and the infrared. Specific ranges of aggregate properties were as follows: pri- 
mary particle optical size parameters up to 0.4, numbers of primary particles per ag- 
gregate up to 512, mean fractal dimensions of 1.75, mean fractal prefactors of 8. O, and 
refractive indices typical of soot. Over the range of the evaluation, ICP and RDG-FA 
predictions generally agreed within numerical uncertainties (ca. 10 percent) within the 
Guinier regime, complementing similar performance of RDG-FA theory in the power- 
law regime based on recent experiments. Thus, the use of approximate RDG-FA theory 
to estimate the optical properties of  soot appears to be acceptable--particularly in 
view of the significant uncertainties about soot optical properties due to current un- 
certainties about soot refractive indices. 

Introduction 
Soot is present wi'thin most practical nonpremixed hydrocar- 

bon-fueled flames, which affects their structure, radiation, and 
pollutant emission properties (KtyRi and Faeth, 1993 ). Thus, the 
absorption and scattering (optical) properties of soot are needed 
to predict the continuum radiation properties of soot and to in- 
terpret nonintrusive optical measurements to find soot concentra- 
tions and structure. Soot optical properties are a challenging 
problem, however, due to the complexity of soot structure. For 
example, while soot generally consists of small spherical primary 
particles that individually satisfy the Rayleigh scattering approx- 
imation, these primary particles combine into branched aggre- 
gates that exhibit neither Rayleigh nor Mie scattering behavior 
(Dalzell et al., 1970; Jullien and Botet, 1987; Ktylti and Faeth, 
1993). However, a potentially useful approximate theory for soot 
optical properties (denoted RDG-FA theory in the following) 
recently has been developed, based on the Rayle igh-Debye-  
Gans (RDG) scattering approximation while assuming that soot 
aggregates are mass-fractal objects (Jullien and Botet, 1987; 
Martin and Hurd, 1987; Dobbins and Megaridis, 1991; K6ylti 
and Faeth, 1994a). In particular, the approximate RDG-FA the- 
ory provides a computationally tractable way of treating complex 
populations of soot aggregates having widely varying numbers 
of primary particles per aggregate that must be considered for 
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practical applications (K6yliJ and Faeth, 1993, 1994a). Never- 
theless, past theoretical and experimental evaluations of RDG- 
FA theory have not been definitive due to computational and 
experimental limitations (K6ylii and Faeth, 1993, 1994a, b). 
Thus, the objective of the present investigation was to complete 
an additional theoretical evaluation of RDG-FA theory for soot, 
based on computations using a more exact theory (that unfortu- 
nately is not tractable for estimates of the optical properties of 
practical soot aggregates) for populations of mass-fractal aggre- 
gates having prescribed properties. 

Although RDG-FA theories have been applied to estimate soot 
scattering properties and to interpret scattering measurements in 
order to find soot structure properties (Dobbins et al., 1990; Puri 
et at., 1993; Sorensen et al., 1992), there are significant uncer- 
tainties about some of the approximations of the theory for soot 
aggregates. In particular use of the RDG approximation requires 
that both ] m -  1[ ~ 1 and 2xp[m - 1[ < 1 (Bohren and Huff- 
man, 1983; Kerker, 1969; van de Hulst, 1957), which is ques- 
tionable due to the large refractive indices of soot. Additionally, 
Berry and Percival (1986) argue that RDG theory should be ef- 
fective for mass-fractal objects having D: < 2, which is true for 
soot aggregates, when 

N ~ xp D: (1) 

or if this criterion is not satisfied, when 

xt .~ [ ' m2 - I ' 2'-D:( Df( D: + I ) )D:/2] '/~D/-3) 

The first criterion is rarely satisfied for soot aggregates. The sec- 
ond criterion generally requires xp < 0.15, which also is not sat- 
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isfied for a very wide range of soot properties, particularly in the 
visible portion of the spectrum, which usually is used for optical 
measurements of soot structure. Finally, recent computational 
studies suggest significant effects of multiple scattering for large 
soot aggregates, which is ignored when the RDG approximation 
is used (Berry and Percival, 1986; Chen et al., 1990; Ku and 
Shim, 1992a, b; Nelson, 1989). Thus, additional evaluation of 
RDG-FA theory is required before it can be recommended for 
predictions of soot optical properties. 

In spite of these concerns about RDG-FA theory, however, 
recent experimental evaluations of the approach have been en- 
couraging. These evaluations involved comparing RDG-FA scat- 
tering predictions, based on measured soot structure properties 
from thermophoretic sampling and analysis by transmission elec- 
tron microscopy, with in situ scattering measurements for the 
same soot aggregate population. This work involved both large 
soot aggregates in the fuel-lean (overfire) region of buoyant tur- 
bulent diffusion flames, which emphasized the large-angle 
(power-law) scattering regime (K6ylti and Faeth, 1994a), and 
small soot aggregates in the fuel-rich (underfire) region of lam- 
inar diffusion flames, which emphasized the small-angle (Gui- 
nier) scattering regime (K6ylti and Faeth, 1994b). The predic- 
tions and measurements agreed within experimental uncertainties 
for both the power-law and Guinier regimes. This finding was 
reasonably definitive within the power-law regime, where the 
soot aggregate fractat properties that dominate aggregate scatter- 
ing properties could be found accurately from structure measure- 
ments. The evaluation was less definitive in the Guinier regime, 
however, due to difficulties of accurately measuring both scat- 
tering properties at small angles and the higher moments of the 
aggregate size distribution function (e.g., ~2) that dominate scat- 
tering properties at small angles (K6ylti and Faeth, 1994a, b).  
This limitation is unfortunate because multiple-scattering effects 
that could compromise the use of RDG-FA theory are most sig- 
nificant in the Guinier regime (Nelson, 1989). 

Existing computer simulations of the optical properties of soot 
also do not provide an adequate basis for evaluating RDG-FA 
scattering theory. In particular, problems of computational trac- 
tability for past computer simulations imply that they either in- 
volve fundamentally accurate solutions for small nonfractal ag- 
gregates where effects of multiple and self-induced scattering are 
small, or approximate solutions having uncertain accuracy for 
the large soot aggregates of interest for practical flames (K6yiti 
and Faeth, 1993 ). Additionally, existing computations have been 
limited to relatively small samples of both orientations of given 
aggregates and aggregate configurations, raising questions about 
the statistical significance of the results (K6ylii and Faeth, 1993 ). 

To summarize, while the approximate RDG-FA approach of- 
fers a promising treatment of the optical properties of practical 

soot aggregates, past experimental and theoretical evaluations 
have not provided a definitive assessment of the approach over 
the full range of interest. In particular, although acceptable per- 
formance of RDG-FA theory has been established in the power- 
law regime, comparable assessment in the Guinier regime has 
not been achieved. Thus, the objective of the present investiga- 
tion was to undertake a theoretical evaluation of RDG-FA theory, 
emphasizing the Guinier regime. The evaluation was based on 
computations using the ICP approach of Iskander et al. (1989), 
which provides a more exact treatment of aggregate scattering in 
the Guinier regime than RDG-FA theory, by including effects of 
multiple and self-induced scattering. Problems of defining the 
higher moments of the size distribution functions of polydisperse 
aggregates during experiments were avoided by using numerical 
simulations to generate aggregates having prescribed sizes and 
mass-fractal properties. 

Theoretical Methods 

RDG-FA Scattering Theory. The RDG-FA scattering the- 
ory is based on methods described by Freltoft et al. (1986), Jul- 
lien and Botet (1987), Lin et al. (1989), Martin and Hurd 
(1987), and Dobbins and Megaridis (1991). Present consider- 
ations, however, will be limited to the extended version due to 
K6ylti and Faeth (1994a), which allows for the presence of the 
power-law regime when finding total scattering cross sections 
because this regime is important for large aggregates. The major 
assumptions of this approach with respect to soot aggregate phys- 
ical properties are as follows: spherical primary particles have 
constant diameters, primary particles have uniform refractive in- 
dices, primary particles just touch one another, and the aggre- 
gates are mass-fractal objects. Justifications of these assumptions 
for soot aggregates are discussed by K6ylti and Faeth (1993, 
1994a). 

The mass ffactal approximation for aggregates of constant- 
diameter spherical primary particles implies the following rela- 
tionship between the number of primary particles in an aggregate, 
N, and the radius of gyration of the aggregate, Rg (Jullien and 
Botet, 1987): 

N = k f ( n g / d p )  D, (3) 

The fractal dimension and prefactor in Eq. (3),  Df and kf, appear 
to be relatively universal properties of soot aggregates, e.g., re- 
cent measurements for a variety of soot in flame environments 
indicate Dy = 1.77 and kf = 8.1, with standard deviations of 2 
and 10 percent, respectively (K6ylii and Faeth, 1993, 1994a, b). 
Thus, Eq. (3) provides a critical relationship between N, a quan- 
tity that is readily measured, and Rg, an important parameter re- 
quired by RDG scattering theory. 

N o m e n c l a t u r e  

C 
de= 

d , =  
d~-- 
zb= 

E ( m )  = 

f ( q R g )  = 

F ( m )  = 

g(  h, Rg, Dr) = 

i =  

k =  

optical cross section k I = 
equivalent sphere diame- rn = 
ter 
diameter of object i n = 
primary particle diameter 
mass fractal dimension, N = 
Eq. (3) 
refractive index function q = 
= Im((m z - 1)/(m 2 + 2)) 
aggregate form factor, R~ = 
Eq. (5) xi = 
refractive index function 
= [ ( m2 - 1)/(m 2 + 2) 12 0 = 
aggregate total scattering 
factor, Eq. (8) K = 
( - 1 )  1/2 

wave number = 27r/h h = 

fractai prefactor, Eq. (3) 
refractive index of object = n + 
iK 
real part of refractive index of ob- 
ject 
number of primary particles in an 
aggregate 
modulus of scattering vector = 
(47r/k) sin (0/2) 
radius of gyration of an object 
optical size parameter based on d~; 
x~ = 7rdi/X 
angle of scattering from forward 
direction 
imaginary part of refractive index 
of object 
wavelength of radiation 

p~ = depolarization ratio 

Subscripts 
a = absorption 
e = optically equivalent object 
h = horizontal polarization 
i = property of primary particle i 

ij = incident (i) and scattered ( j )  po- 
larization directions 

s = total scattering 
v = vertical polarization 

Superscripts 
a = aggregate property 
p = primary particle property 

(-) = mean value over aggregate size 
distribution 
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In addition to the RDG approximation, it is also assumed that 
the primary particles are small enough to satisfy the Rayleigh 
scattering approximation as individual particles. This is reason- 
able because primary particle optical size parameters generally 
are less than 0.4 for soot in the visible and infrared wavelength 
ranges, which implies that the total scattering and absorption 
cross sections of individual primary particles are within 1 and 5 
percent, respectively, of estimates based on the Rayleigh scatter- 
ing approximation for refractive indices typical of soot (Ktiylti 
and Faeth, 1993). This yields the following expressions for the 
absorption and scattering cross sections of individual primary 
particles (Bohren and Huffman, 1983; Kerker, 1969): 

C~ = 47rx~,E(m)/k 2, 

C~ = 87rxp6F(m)/(3k2), C~ = x ,6F(m)/k  2 (4) 

In Eq. (4),  and the following equations, subscripts for differential 
scattering cross sections denote the direction of polarization vec- 
tors with respect to the scattering plane defined by the light 
source, the aggregate and the observer: v and h designate polar- 
ization vectors normal and parallel to this plane while the first 
and second subscripts designate incident and scattered light. 

Under the RDG approximation, differential scattering cross 
sections for aggregates of a given size (after averaging over all 
orientations of each aggregate within a statistically significant 
monodisperse aggregate population) satisfy the following for- 
mulas (Kerker, 1969): 

C~,( O) = C~h( O)/cos 2 0 = N 2 C ~ f  ( qR~) (5) 

The form factor, f ( q R e ) ,  is expressed as follows in the Guinier 
and power-law regimes (Freltoft et al., 1986; Jullien and Botet, 
1987; Lin et al., 1989; Martin and Hurd, 1987): 

f (qRe)  = e x p ( - ( q R ~ ) 2 / 3 ) ,  Guinierregime (6) 

f (qR~)  = (qRe) -D:, power-law regime (7) 

Adopting the proposal of Dobbins and Megaridis (1991), the 
boundary between the Guinier and power-law regimes is taken 
to be (qRg) 2 = 3Df/2, which is chosen to match the value and 
the derivative o f f ( q R ~ )  where the two regimes meet. The total 
scattering cross section then becomes: 

C~ = N2C~'g(h, R e, Dy) (8) 

where g(h,  R e, Df) has different forms if the power-law regime 
is reached for 0 _< 180 deg, or not; see K/Sylii and Faeth (1994a) 
for these expressions. It also is assumed that absorption is not 
affected by aggregation, while the extinction cross section is the 
sum of the absorption and scattering cross sections by definition, 
i.e., 

C ~ = N C ~ ,  C ~ = C ~ + C ~ '  (9) 

The corresponding formulation for a polydisperse aggregate pop- 
ulation, which is not needed here, can be found from K6ylii and 
Faeth (1994a). 

ICP Scattering Theory. Ku and Shim ( 1992a, b) review the- 
ories of aggregate optical properties more accurate than the RDG 
approximation. Various methods are considered but those of 
Borghese et al. (1984), Jones (1979a, b), Purcell and Penny- 
packer (1973), and Iskander et al. (1989) are emphasized. 
Borghese et al. (1984) developed an exact solution for the optical 
properties of clusters of spheres but this approach is computa- 
tionally intensive and its practical accuracy is limited by the trun- 
cation of series expansions. The popular Jones ( 1979a, b) for- 
mulation, after correction of errors found by Kumar and Tien 
(1989) and Ku (1991), only includes multiple-scattering terms 
up to second order (based on the reciprocal of the distance be- 
tween primary particles) and it was found to be less reliable than 
the rest. The Iskander et al. (1989) and Purcell and Pennypacker 
(1973) formulations both include multiple-scattering terms up to 

third order in the reciprocal distance between primary particles; 
however, the latter formulation omits a self-interaction term that 
can be significant for practical aggregates. Based on these con- 
siderations, Ku and Shim (1992b) conclude that the ICP for- 
mulation of Iskander et al. (1989) was superior to the rest; there- 
fore, this approach was adopted for the present calculations. 

The soot aggregate structure approximations of the ICP and 
RDG-FA calculations were the same. In addition, each primary 
particle constituted an ICP computational cell, which implies that 
individual primary particles satisfy the Rayleigh scattering ap- 
proximation, i.e., the internal electrical fields of primary particles 
are assumed to be uniform. This approximation is reasonable 
because errors are less than 10 percent for cross sections and 
near-forward scattering when xp < 0.81(m 2 + 5)/(2m 2 + 1)1, 
taking individual primary particles to be ICP computational cells 
(Ku and Shim, 1992b). The refractive index factor in this ex- 
pression is roughly unity for soot, so that present calculations 
satisfied the criterion with a significant margin for x, -< 0.4. 

The ICP approach involves first determining the internal field 
of each primary particle, and then finding the optical cross sec- 
tions resulting from these fields. The formulation for these cal- 
culations is lengthy and Iskander et al. (1989) and Ku and Shim 
(1992b) should be consulted for details. Present results were ob- 
tained as averages obtained over various orientations of individ- 
ual aggregates with respect to the direction of the incident field 
(in equally spaced spherical coordinate angles) and over popu- 
lations of fractal aggregates of specified size, N, unless otherwise 
noted. 

Simulation of Aggregates. Mountain and Mulholland 
(1988) generated aggregates using a simulation of cluster/cluster 
aggregation based on solution of the Langevin equations. This 
approach yields fractal aggregates that satisfy the power-law re- 
lationship of Eq. (3) with 1.7 < Df < 1.9 and k: circa 5.5, for 
N > 10. These sample aggregates subsequently were used by 
Chen et al. (1990) for ICP calculations of aggregate scattering 
properties. However, a larger sample of aggregates was required 
for the present work, and it was desired to have 1.7 < Df < 1.8 
and k/circa 8.0 in order to correspond to recent observations of 
the fractal properties of soot aggregates (K6ylii and Faeth, 1992, 
1994a, b).  As a result, an alternative aggregate simulation was 
used during the present investigation. The present numerical sim- 
ulations of aggregates sought to create populations of aggregates 
by duster/cluster aggregation, following Jullien and Botet 
(1987). The process started with individual and pairs of primary 
particles, which then were attached to each other randomly, as- 
suming uniform distributions of the point and orientation of at- 
tachment but rejecting configurations where primary particles in- 
tersected. This procedure was continued in order to form pro- 
gressively larger aggregates, but with the additional restriction 
that the aggregates should have 1.7 < D / <  1.8 and k/circa 8 for 
N > 8. It was observed that D/ fell naturally in the range 
1.6-1.9 for N > 48 during these simulations; therefore, few 
cluster/cluster combinations were rejected for inappropriate frac- 
tal properties when larger aggregates were constructed. Similarly, 
for Df in the range 1.7-1.8, the value of kf fell naturally near k: 
= 8.0 for statistically significant populations of aggregates. 

Projected images of typical aggregatos constructed using the 
present simulation are illustrated in Fig. 1 for N = 16, 64, and 
256, which cover the range of mean aggregate sizes observed in 
nonpremixed flames (K6ylti and Faeth, 1992, 1993, 1994a, b). 
The appearance of the aggregates varies considerably with the 
direction of projection, and from aggregate to aggregate within 
a population of given size. Nevertheless, the simulated aggre- 
gates are qualitatively similar to both past experimental obser- 
vations of soot aggregates (Dalzell et al., 1970; Jullien and Botet, 
1987; K6ylti and Faeth, 1992, 1994a, b) and other numerical 
simulations of soot aggregates (Chen et al., 1990; Jullien and 
Botet, 1987; Mountain and Mulholland, 1988; Nelson, 1989). 
Combined with their prescribed fractal properties, this suggests 
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Fig. 1 Projected images of typical aggregates used in the computations 
ferN = 16, 64, and 256 

that the present simulated aggregate populations are reasonably 
representative of the st~cture of the soot aggregates found in 
flame environments. 

Results and Discussion 

Evaluation of  ICP Predictions 

Spherelike Aggregate. The ICP algorithm was checked by 
computing the scattering properties of spherelike aggregates, and 
comparing these results with Mie scattering predictions for an 
optically equivalent sphere. The configuration of the spherelike 
aggregate was similar to the arrangement considered by Purcell 
and Pennypacker (1973) and Ku and Shim (1992b), involving 
136 spherical primary particles in a cubical lattice with the ag- 
gregate having a spherical outer boundary. For this arrangement, 
each primary sphere is bounded by a cube having an edge length 
of dp, so that the diameter of the equivalent sphere is given by 
de = (6N/Tr)l/3dp, o r  de = 6.38dp for N = 136. In order to apply 
Mie scattering predictions to this aggregate, the following Max- 
well-Garnett relationship was used to find the effective refrac- 
tive indices for the equivalent sphere, me, noting that the volume 
fraction of the primary particle within its surrounding cubical 
volume is 7r/6 (Ku and Shim, 1992b): 

(m~ - 1)/(me 2 + 2) = (Tr/6)(m 2 -  1)/(m 2 + 2) (10) 

The present calculations were carried out for various values of 
xp with m = 1.60 + 0.60i, which is a typical value of the complex 
refractive index of soot (Charalampopoulos, 1992). This implies 
me = 1.33 + 0.25i from Eq. (10). 

Predictions of normalized differential scattering patterns, 
k2C~(O), as a function of 0 and x~,, are illustrated in Fig. 2 for 
the spherelike aggregate. The results include Mie scattering pre- 
dictions for an equivalent sphere, as well as ICP predictions for 

both a single orientation and averaged over 128 orientations of 
the aggregate. At small angles, within the Guinier regime, effects 
of orientation averaging are small and the agreement between the 
Mie and ICP predictions is excellent for the full range of x~, con- 
sidered (xp -< 0.5). This behavior agrees with the small-angle 
criterion for ICP cell sizes of Ku and Shim (1992b), discussed 
earlier, and helps to justify the use of ICP predictions to evaluate 
RDG-FA theory in the Guinier regime. ICP also yields similar 
performance for the complete range of scattering angles for xp _< 
0.25. At large angles for xp = 0.5, however, effects of orientation 
averaging become more important, as discussed subsequently, 
and there are considerable discrepancies between ICP and Mie 
scattering predictions, which are caused by truncation errors due 
to excessively large ICP cell sizes. Thus, the use of ICP to esti- 
mate the differential scattering properties of aggregates having 
large x~, is questionable at large angles. 

FractalAggregates. The next issues to be established are the 
number of orientations (in spherical coordinate angles, as noted 
earlier) of individual aggregates, and the number of individual 
aggregates, that should be averaged in order to obtain statistically 
significant ICP predictions. The required numbers of realizations 
increased with increasing N, m, and xp; therefore, effects of av- 
eraging are illustrated in Fig. 3 for N = 256, m = 1.57 + 0.57i, 
and xp = 0.4, which represents a conservative condition for pres- 
ent calculations and a typical refractive index of soot (Charalam- 
popoulos, 1992). The results shown include w scattering patterns 
for a single realization (a particular aggregate and orientation) 
as well as average values and standard deviations for 128 ori- 
entations of one aggregate and single orientations (each) of a 
population of 128 aggregates. The results for a single realization 
exhibit a complex scattering pattern, particularly at larger scat- 
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Fig. 2 Normalized vv scattering patterns for a spherelike aggregate, 
computed using ICP and Mie scattering for an equivalent sphere (N = 
136, m = 1.60 + 0.60/, me = 1.33 + 0.25i, Xo = 6.38xp) 
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Fig. 3 Normalized w scattering patterns for fractal aggregates com- 
puted using ICP (N = 256, Dt = 1.72, kf  = 8.0, k = 514.5 nm, m = 1.57 + 
0.57/and xp = 0.4): (a) results for a single aggregate and orientation, (b) 
results for a single aggregate averaged over 128 orientations, (o) results 
for a single orientation averaged over 128 aggregates 

tering angles, due to interference effects for this particular ag- 
gregate array and incident wave propagation direction. Naturally, 
such patterns are not observed for scattering from practical soot 
aggregates because aggregate orientations are random and scat- 
tering patterns involve averages over very large aggregate pop- 
ulations. 

The smoothing of scattering patterns due to averaging is evi- 
dent from the results considering orientation and aggregate av- 
eraging in Fig. 3. Thus, the scattering patterns based on averages 
decay smoothly, and optical properties are relatively independent 
of the method of averaging, at small and moderate angles (0 < 
30 deg), which is critical for present evaluation of RDG-FA the- 
try. Oscillations begin to appear with increasing angle, particu- 
larly when only one aggregate is considered; nevertheless, the 
performance of ICP for Xp = 0.4 is suspect at these conditions in 
any event, based on the results discussed in connection with Fig. 
2. Similarly, the standard deviations of the cross sections over 
the sample populations progressively increase with increasing 
scattering angle. This latter behavior is similar to results found 
by Mountain and Mulholland (1988) for RDG scattering calcu- 
lations using numerically simulated populations of aggregates, 
and reflects the increasing importance of the aggregate arrange- 
ment as the scattering angle increases. For example, under the 
RDG scattering approximation, the form factor is nearly unity in 
the small-angle (Guinier) scattering regime and scattering 
mainly depends upon the number of primary particles in the ag- 
gregates, see Eq. (6). In contrast, the form factor depends 
strongly on the aggregate arrangement through the values of R~ 
and Df in the large-angle (power-law) scattering regime; see Eq. 
(7). Thus, the largest angle controls the requirements for sam- 

piing to achieve statistically significant ICP predictions of dif- 
ferential scattering patterns. 

Based on the previous considerations, 64 aggregates, each 
sampled at 16 orientations, were used to obtain a numerical un- 
certainty (95 percent confidence) less than 10 percent for ICP 
predictions of differential scattering cross sections at 180 deg, 
Fewer realizations were required to obtain statistically significant 
absorption and total scattering cross sections. Thus, using as few 
as four orientations of eight aggregates still yielded numerical 
uncertainties (95 percent confidence) less than 5 percent for ICP 
predictions of these two cross sections. Naturally, these estimates 
do not include effects of deficiencies of ICP predictions at large 
angles and x,, noted earlier. 

Evaluation of RDG-FA Predictions 

Differential Scattering Cross Sections. Figure 4 is an illus- 
tration of RDG-FA and ICP predictions of C~(O)/(NC~) as a 
function of the radiation momentum, qd,, for aggregates having 
D I = 1.75, kf = 8.0, m = 1.57 + 0.57i, and xp up to 0.4 for X = 
514.5 nm. The results for large x, represent severe conditions: 
rather large primary particles, refractive indices typical of soot, 
and a wavelength provided by argon-ion lasers that frequently i s  
used for nonintrusive measurements of soot properties. Results 
are plotted for aggregates of various size, considering N = 16, 
64, and 256-- the  last representing a reasonable limit for ICP 
calculations in view of current computer capabilities and the sam- 
pling requirements needed to achieve the computational uncer- 
tainties stated earlier, and representative of maximum mean ag- 
gregate sizes observed in nonpremixed flames (KOylti and Faeth, 
1992, 1993, 1994a, b). The predictions are terminated at values 
of qd, that correspond to 0 = 180 deg. 

The RDG-FA results illustrated in Fig. 4 exhibit extended Gui- 
nier regimes for the range of aggregate properties considered, 
reaching C~(O)/(NC~) = N at small values of qd r, as antici- 
pated from Eqs. (5) and (6).  It is seen that there are progressively 
larger regions of power-law behavior, where the slopes of the 
RDG-FA plots approach - Df according to Eqs. (5) and (7),  as 
both xp and N increase. This can be explained by noting that the 
maximum value of qdp = 4x~ at 0 = 180 deg, which implies a 
greater range of qdp as x~ increases, while the boundary between 
the Guinier and power-law regimes can be represented as qdp = 
(3Dr/2) ll2(kf/N)J/of, which implies smaller values of qdp at the 
onset of the power-law regime as N increases for given aggregate 
fractal properties. Another feature of the normalization used in 
Fig. 4 is that the RDG-FA results become universal in the power- 
law regime for given aggregate fractal properties. This can be 
seen by eliminating Rg from Eqs. (5) and (7),  using Eq. (3),  to 
yield the following relationship for the power-law regime: 

C~( O)I(NC~) = kf( qdp) -o: ( 11 ) 

Thus, RDG-FA predictions only depend on the values of the 
fractal properties and qd, within the power-law regime, and reach 
an intercept of k /= 8.0 at qdp = 1 if this value of qdp is within 
the power-law regime. 

For the conditions considered in Fig. 4, the comparison be- 
tween ICP and RDG-FA predictions is excellent throughout the 
Guinier regime. For example, the maximum discrepancy between 
the two predictions within the Guinier regime is roughly 15 per- 
cent for forward scattering at x? = 0.4 and N = 256 (see Fig. 
4c) .  Additionally, discrepancies at other conditions within the 
Guinier regime generally are less than 10 percent, with compa- 
rable agreement over the entire available range of scattering an- 
gles for Xp ~ 0.2 (see Figs. 4a, b).  Thus, for the range of con- 
ditions where ICP predictions are reliable, in view of the results 
discussed in connection with Fig. 2, RDG-FA predictions seem 
generally satisfactory based on agreement with ICP predictions. 

The comparison between RDG-FA and ICP predictions is less 
satisfactory in the power-law regime for x, = 0.4 (see Fig. 4c);  
however, this behavior does not imply a deficiency of RDG-FA 
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Fig, 4 Normalized w scattering cross sections as a function of the ra- 
diation momentum for fractal aggregates of various size, computed using 
the ICP and RDG-FA methods (Dr = 1.75, kf = 8.0, k = 514.5 nm, m = 1.57 
+ 0.57/): (a) Xp = 0.1, (b) Xp = 0.2, (c) Xp = 0.4 

theory. In particular, past experimental evaluations in the power- 
law regime are reasonably definitive and indicate satisfactory 
performance for RDG-FA theory (KSylii and Faeth, 1994a, b),  
as noted earlier. In contrast, ICP predictions are not very satis- 

factory at large angles and xp due to truncation errors, as dis- 
cussed in connection with Fig. 2. The main problem is that ICP 
overestimates the rate of decrease of C,~(#) with increasing qdp 
for soot aggregates in the power-law regime. This behavior yields 
slopes of the ICP plots in Fig. 4(c)  that are greater than - D r  
from Eq. ( 11 ), which contradicts a well-established property of 
soot aggregates having an extended power-law regime (Kt~ylti 
and Faeth, 1993, 1994a, b). 

Normalized differential scattering patterns found from both the 
ICP and RDG-FA theories are illustrated in Fig. 5. The results 
are plotted as k2C~(#) in order to highlight effects of aggregate 
size on differential scattering patterns. The aggregate properties 
for these calculations are the same as Fig. 4, except that only the 
worst-case condition, xp = 0.4, has been illustrated. For the prop- 
erties used to construct Fig. 5, scattering is in the power-law 
regime at 90 deg for the RDG-FA predictions. Then evaluating 
C~(O) at 0 and 90 deg from Eqs. ( 5 ) - ( 7 )  yields: 

C~(0 deg)/C~(90 deg) 

= Cg~,(O deg)/C~(90 deg) = N(2x[2xp)°f/kf (12) 

Thus, Eq. (12) explains the increase of the normalized vv and hh 
scattering cross sections in the forward-scattering direction seen 
in Fig. 5 as N is increased, as well as a corresponding increase 
when x~ is increased, which is not illustrated in the figure. Sim- 
ilarly, within the power-law regime, Eqs. (5) and (7) yield: 

C~(0)/C~(90 deg) = C~h(#)/(cos 2 8C~(90 deg)) 

= (v~ sin (0/2))  -D~ (13) 

Thus, Eq. (13) implies that variations of vo and hh differential 
scattering cross sections with scattering angle are controlled by 
D/in the power law regime. 

The RDG-FA predictions of C~h(#) in Fig. 5 were corrected 
for effects of depolarization ratios by analogy to Rayleigh scat- 
tering theory (Rudder and Bach, 1968) using the approach of 

V 
Z 
¢D 
.j 

1031 I 
N=256 

O 

10 2 ~- ®~®~ O 

101 

102~ N=64 
G 

T N=16 
G 

1011 

t0o/(c) 
10"2 

I 

® ICP 
Xp=0.4 

'o 

\; 
® 

® 

G 
®--O'O O.,e~ ~ ® Q 

! I 
10 "1 10 ° 

q dp 

Fig. 4. (Continued) 

101 

Journal of Heat Transfer FEBRUARY 1995, Vol. 117 / 157 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1021  w I ! l = ; 

, ~  N = 256 ADI3~LINES" 
/ NO ICP:SYMBOLS 

101l - ~ Xp=0.4 

v v  

,oo !- 
N = 1 6  B - ~  ® 

I " N  = 256 " " "A-&.&..~.  B B ~ B B B ' ~  

/ 
. o, "1 ~" 101 N - - 6 ~  

- \ I ¥ ,00 " 

N = 16 B hh ® O 
• , . =  " ~ \  / ~ o..e ~.~, 
. _ t  10-1 , ,  

10 .2 . 1 ~ )  I / &  

0 9 
& 

1 0 " 4  I ~ ~ ~ = 
0 60 120 80 

ANGLE OF SCATTERING (DEG) 
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size, computed using the ICP and RDG-FA methods (D~ = 1.75, k~ = 8.0, 
~. = 514.5 nm, m = 1.57 + 0.57i, and Xp = 0.4) 

malized absorption and total scattering cross sections from the 
ICP and RDG-FA predictions plotted as a function of N for var- 
ious values ofx~,. The other parameters of these calculations were 
similar to Figs. 4 and 5; that is, D: = 1.75, kf = 8.0, h = 514.5 
nm and m = 1.57 + 0.57i. As noted earlier, reduced sampling 
requirements to obtain statistically significant values of these 
cross sections allowed maximum values of N up to 512 to be 
considered for the ICP predictions. 

The ICP predictions of normalized absorption cross sections, 
C~/(NC~), remain within 10 percent of unity for the conditions 
illustrated in Fig. 6, even including questionable values for xp = 
0.4 at large N. This is in good agreement with RDG-FA predic- 
tions where this ratio is unity from Eq. (9), i.e., the absorption 
of primary particles in aggregates is identical to the absorption 
of individual primary particles. In contrast, both predictions of 
C~/(NC~) increase with increasing N, with the rate of increase 
gradually decreasing as N increases. This latter effect is observed 
because fractal aggregate scattering becomes saturated at large N 
for D: < 2; in contrast, for D: > 2, C~/(NC~) continues to in- 
crease without bound as N increases (Berry and Percival, 1986; 
Dobbins and Megaridis, 1991). In particular, RDG-FA theory 
yields the following expression for C~/(NC~) at large N (Ktylti 
and Faeth, 1994a) : 

C~I(NC~) = k:(4x~)-D:(3/(2 -- Df) - 12/ 

((6 - O:)(4 - Dr))) (14) 

Thus, for given fractal properties, C~/(NC~) is independent of N 
for large N, with this plateau value tending to decrease as xp 
increases. Present predictions in Fig. 6 do not extend to large 
enough values of N to reach the plateau condition; however, both 
predictions are in good agreement over the range of conditions 
that are illustrated for xp -< 0.2. In contrast, problems with ICP 
predictions at large angles for xp = 0.4 (see Fig. 5 ) cause greater 
discrepancies between the two theories for large N. Similar cal- 
culations over the range of refractive indices considered yielded 
the same general behavior. 

Ktylti and Faeth (1994a). These corrections were based on de- 
polarization ratios, p~ = 0.0035, 0.0071, 0.0113, for N = 16, 64, 
and 256, respectively, from the ICP predictions. After correcting 
C~h(O) for RDG-FA predictions in this manner, the agreement 1.2 
between RDG-FA and ICP predictions in Fig. 5 is within nu- 
merical uncertainties throughout the Guinier regime (roughly 0 %" Z 1.0 
< 20, 40, and 90 deg for N = 256, 64, and 16, respectively). As ~a" 
discussed earlier, ICP predictions underestimate scattering levels 
at larger angles due to truncation errors at large xp, accounting a . e  

for the discrepancies between the two predictions in this region. 
However, results similar to Fig. 5 indicated good agreement be- 
tween the two theories at all angles for xp ~ 0.2, similar to the 
findings illustrated in Fig. 4. 101  

Effects of refractive indices on the comparison between ICP 
and RDG-FA predictions also were considered. The variations of 
m were carried out by taking n = 1 + K and I m - 11 = 0.2, 0.4, 
and 0.8. This procedure yields progressively increasing refractive 
indices with the largest values corresponding to typical values =~ 
for soot in the visible wavelength range (Charalampopoulos, z 101 
1992). Other properties of these calculations were similar to the %~ 
results illustrated in Figs. 4 and 5. The comparison between ICP 
and RDG-FA predictions of the differential scattering cross sec- 
tions as refractive indices varied was similar to results discussed 
in connection with Figs. 4 and 5. In particular, the agreement 
between the two predictions was within numerical accuracies at 
small and moderate angles (roughly 0 < 30 deg), while ICP 1 0  o 

predictions tended to underestimate scattering levels at large an- 10  ° 

gles where they are less reliable. 

Absorption and Total Scattering. The last phase of the pres- 
ent evaluation of RDG-FA theory was to consider absorption and 
total scattering cross sections. Figure 6 is an illustration of nor- 
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Fig. 6 Normalized absorption and total scattering cross sections as a 
function of aggregate size for fractal aggregates having various x,, com- 
puted using the ICP and RDG-FA methods (Dr = 1.75, k~ = 8.0, ~. = 514.5 
nm, m = 1.57 + 0.57/) 
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Conclusions  
An evaluation of an approximate RDG-FA theory for the op- 

tical properties of soot aggregates, emphasizing the Guinier re- 
gime, was completed based on predictions using the more precise 
ICP theoretical approach due to lskander et al. (1989).  Condi- 
tions considered during the evaluation were selected to approx- 
imate the properties of soot aggregates in the visible and near- 
infrared portions of the spectrum, as follows: xp up to 0.4, N up 
to 512, Df = 1.75, k/= 8.0 and refractive indices typical of soot. 
The main conclusions of the study are as follows: 

1 RDG-FA and ICP predictions of absorption cross sections, 
and of differential scattering cross sections within the Guinier 
regime, generally agreed within numerical uncertainties (ca. 10 
percent) over the range of the evaluation. Combined with rea- 
sonable performance of RDG-FA predictions during recent ex- 
perimental evaluations (Krylii and Faeth, 1994a, b),  these results 
suggest that RDG-FA theory should replace other approximate 
theories of soot optical properties, such as Rayleigh scattering 
and Mie scattering for an equivalent sphere, which have not been 
very effective during recent experimental and computational 
evaluations (Krylti and Faeth, 1993, 1994a, b). 

2 Present calculations using the ICP approach were not sat- 
isfactory at large scattering angles for aggregates having Xp > 
0.25, based on evaluations using Mie scattering predictions for a 
spherelike aggregate and well-established RDG-FA predictions 
in the power-law regime for soot aggregates. This difficulty is 
due to the truncation errors caused by excessively large ICP cell 
sizes and might be avoided by dividing each primary particle in 
an aggregate into several ICP cells. This approach, and other 
methods of treating large aggregates having large xp, merit fur- 
ther study. 

3 Effects of aggregate size mainly dominate scattering prop- 
erties in the Guinier regime, while the power-law regime exhibits 
nearly universal behavior independent of aggregate size. Thus, 
forward-scattering properties, rather than dissymmetry ratios, 
provide the most reliable indication of aggregate size for large 
aggregates where scattering properties are dominated by the 
power-law regime. 

4 Variations of refractive indices over the range typical of 
current uncertainties about these properties yielded far greater 
variations of optical cross sections than uncertainties concerning 
RDG-FA predictions for the aggregate properties considered dur- 
ing the present investigation. Thus, current uncertainties about 
soot refractive indices are the main limitation for accurate esti- 
mates of the continuum radiation properties of soot, and the ap- 
plication of nonintrusive optical diagnostics to measure soot con- 
centrations and structure. 
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Dependent Scattering Properties 
of Woven Fibrous Insulations for 
Normal Incidence 
The scattering properties of woven fibrous materials are examined in this paper and a 
simple model is presented to account for the interactions between the scattered radia- 
tion from different individual fibers. The case of a normally incident plane electromag- 
netic wave is considered. Fiber sizes in the Rayleigh regime are considered for devel- 
oping closed-form solutions. Previous studies in the literature that have addressed the 
scattering properties of fibrous materials have mostly ignored the effect of constructive 
or destructive addition of scattered waves from individual fibers, the exception being 
the case of parallel fibers. The difference in the effects of interference on scattering 
properties of  parallel fibers and of woven fabrics arises from the additional interaction 
of radiation scattered from mutually perpendicular fibers in the latter case, which fur- 
ther complicates the analysis. 

Introduction 
In a previous paper (White and Kumar, 1990) it has been 

demonstrated, both experimentally and analytically, that in- 
terference between the scattered waves from a collection of 
parallel fibers has a significant effect on the scattering char- 
acteristics. In this study the analysis is extended to include 
woven fibrous materials where the fibers are oriented in two 
distinct perpendicular directions in the plane normal to the 
incident direction. Such configurations are encountered in 
high-temperature fabrics that are used as thermal insulation 
for atmospheric entry vehicles, such as the Space Shuttle Or- 
biter component of the Space Transportation System (STS), 
and may be used on Aeroassisted Space Transfer Vehicles 
(ASTVs) (Pitts and Murbach, 1986; Walberg, 1988). These 
materials are ceramic blankets woven from silica, alumino- 
borosilicate, or silicon carbide fibers. 

Figure 1 shows a scanning electron micrograph (SEM) of a 
typical silica glass fabric, woven from a high-purity silica known 
as Astroquartz II. Silica glass fibers are relatively stiff and brittle, 
but they can be woven into fabrics with relatively little twisting 
or bending. Over most of the surface of such a woven material, 
the fibers are nearly parallel in one plane with a second plane of 
perpendicular fibers immediately behind the first plane. The 
highly ordered closely spaced parallel geometry of the fibers in 
a yarn or fabric affects the radiative transfer significantly by en- 
hancing interference effects. 

Classical independent theory for studying such systems as- 
sumes that each fiber acts independently in the absorption and 
scattering of radiation, unaffected by the presence of other fibers 
(Kerker, 1981; Bohren and Huffman, 1983). Departure from the 
assumption of the independent theory originates from the mech- 
anisms of coherent addition (i.e., constructive/destructive inter- 
ference) of the far-field scattered electromagnetic radiation and 
the interparticle effects in the near field. Discussions of these 
mechanisms are found in studies of dense systems containing 
small spherical particles (Tien and Drolen, 1987; Kumar and 
Tien, 1990; Ma et al., 1990; A1-Nimr and Arpaci, 1992), ag- 
glomerates (Kumar and Tien, 1989; Ku and Shim, 1991; Koylu 
and Faeth, 1993), and unidirectional parallel fibers (White and 
Kumar, 1990; Lee, 1990, 1992). 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 1993; 
revision received April 1994. Keywords: Radiation, Radiation Interactions. Asso- 
ciate Technical Editor: M. F. Modest. 

For fibers that are oriented parallel to each other with their 
axes normal to the direction of incidence, radiation is scattered 
in the plane perpendicular to the fiber axes that contains the 
incident radiation. The scattered radiation from individual par- 
allel fibers interferes at all angles within the scattering plane 
and the interference can be accounted for by a simple multi- 
plicative correction factor (White and Kumar, 1990). This 
simple correction factor may also be obtained from the gen- 
eral, more mathematically complex, formulation of Lee ( 1990, 
1992). When two sets of perpendicular fiber orientations are 
present (as in fabrics) the scattering takes place in the two 
corresponding perpendicular planes due to the radial nature of 
the propagation of the scattered radiation. Whereas the inter- 
ference within these individual planes can be accounted for 
by the multiplicative correction factor, an interference be- 
tween the radiation fields in the two mutually perpendicular 
planes occurs in the forward and backward directions and 
has to be separately modeled. This correction is an additive 
one. 

The present paper presents a simple methodology for mod- 
eling the interference effects in the far field and develops sim- 
ple closed-form expressions for the scattering properties for 
fibrous media of small size parameters. Since the emphasis is 
to obtain simple closed-form solutions, the approach adopted 
is of tracking the phase of the scattered radiation from indi- 
vidual fibers and evaluating the phase cancellations and ad- 
ditions in the far field. This is in contrast with detailed mathe- 
matical examinations of the interference phenomena via rig- 
orous electromagnetic theory analysis that includes the far 
field. This would yield very complicated mathematical results, 
which would not be practical for use in engineering applica- 
tions. 

Analysis 
In the previous study of White and Kumar (1990) the effects 

of far-field interference on scattering from parallel fibers for nor- 
mally incident radiation were accounted for by defining a cor- 
rection factor F (7 )  so that the scattering from N fibers is written 
in terms of the independent scattering value as 

I,N(T) = NI.,.~(T)F(T), (1) 

where 1,. is the scattered intensity, the subscript N indicates 
N fibers, the subscript i indicates independent scattering from 
a single fiber, and "y is the angle between the forward scat- 
tering direction and the direction under consideration in the 
scattering plane normal to the fiber. In the independent scat- 
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tering assumption F(3,)  is unity, i.e., the scattered intensity 
from a col lect ion of  fibers is obtained by algebraical ly sum- 
ming up the scattered intensity f rom each fiber and each fiber 
is assumed to be uninfluenced by the presence of  the other 
fibers (near-field effects  are neglec ted) .  The correct ion fac- 
tor F takes into account the phase cancel lat ion and addition 
of  the scattered e lec t romagnet ic  waves from different  fibers. 
For s implici ty  of  notation, F and I are writ ten as functions 
only of  y here, al though they depend on other variables as 
described below. Both F and I depend on the size parameter  
a and the refract ive index m of  the fiber material.  The size 
parameter  o~ equals 7rd/k, where d is the fiber diameter  and 
k is the wavelength  of  incident  radiation. The refract ive in- 
dex m = n + iK, n being the index of  refract ion and K the 
index of  absorption,  in turn depends on both the wavelength  
and the temperature.  The correct ion factor F also is a func- 
tion of  the clearance parameter  c ( =  a / h ) ,  where a is the 
clearance between fibers. 

The above-mentioned definition of a correction factor is pos- 
sible for the case of parallel fibers because the scattering from 
two different incident waves of  parallel and perpendicular polar- 
izations, respectively, do not interfere. However, for the case of  
fabrics where there exist two sets of fibers in two different ori- 
entations, the same incident polarization is parallel to one set of  
fibers and perpendicular to the other. The two sets of resultant 
scattered fields, which are a combination of scattering due to two 
different polarizations, interfere with each other in the forward 
and backward directions only. Thus, a simple correction factor 
cannot be defined because the correction is now a function of the 
relative magnitudes of scattering from the two different sets of  
fibers. Also since independent theory does not predict such cross- 
polarization effects, the multiplicative form of correction factor 
cannot be defined. Instead the cross-polarization component has 
to be modeled as a new additive term. 

In order to evaluate these complicated interference effects, the 
expressions for scattering from one fiber are first written. With 
reference to Fig. 2, a horizontal fiber located at the origin is first 
considered. If the incident wave is polarized perpendicular to the 
fiber, Ei,~ = E0ex exp( ikz) ,  the asymptotic scattered field at a 
large radial distance r (in a cylindrical geometry) from the fiber 
axis in the plane perpendicular to the fiber is (Bohren and Huff- 
man, 1983) 

E i7rl4 ~ E , . = -  0e-  ~/ -7 -exp ( i k r )~ , ( -1 ) "e i " (~ - °>a ,ee ,  
V ~TKF n 

= Eo ~ X (0)  exp( ikr) .  (2a) 

The second expression defines the scattering function X (0) for 
simplicity and represents the summation over n term in the first 
expression. If the incident beam is polarized parallel to the fiber, 
E~.c = Eoey exp( ikz) ,  the scattered field is similarly 

E -i~r/4 ~ E,. = - oe ~ r  exp0kr )  ~ (--1)"ei"<~-°'b,ey, 

= E0 1 ~ff_~ Y ( 0 )  exp( ikr) .  (2b) 
~ v r  

The scattering function Y (O) in the second expression is defined 
for simplicity. The index n in the above-mentioned expressions 
is summed from - ~  to +to. Here k is the propagation constant 
( = 27r/k), and a~, b, are the expansion coefficients where a_, = 
a,  and b_, = b, (Bohren and Huffman, 1983). 

In order to capture the far-field interference effects, the value 
of r is changed to reflect the position of  each fiber with respect 
to a common origin as well as to account for the actual distance 
traveled by the incident and scattered waves from each fiber. 
Also, the energy per unit area normal to propagation direction of 
the scattered wave is computed from the Poynting vector S 

S = Re~kL2w# ° E, ~ E,j X e, x conj (E,,) } "  , 

I 

= R e [ - - ~ - -  E 2 E, ,Fconj(Es,))er ,  
L2~,/z0 t j 

= Re{  2 ~ 0  t E0l 2 --~-- ~ ~ Zj '  conj (Z,) 7F2F j 

X exp( ik (ez  - er) .(r j  - rt))~e~, (3) 

% 

J 

N o m e n c l a t u r e  

a = clearance between fibers, izm 
A = scaled distance between fiber 

centers, coplanar case = 1 + a/d 
a,, b, = expansion coefficients for scat- 

tered fields 
c = clearance parameter = a/k 
C = cross-polarization correction 

factor 
conj = complex conjugate 

d = fiber diameter, #m 
e = unit vector 
E = electric field 
f = solid volume fraction 
F = dependent scattering correction 

factor 
g = scaled local fiber number den- 

sity 
H = total number of  horizontal fi- 

bers (parallel to y axis) 
I = intensity, W/m 2. #m. str 
k = propagation constant = 27r/k 

m = complex refractive index = n 
+ iK 

n = index of refraction 
N = total number of  fibers = H 

+ V  
Q = efficiency 
r = position vector in the plane 

perpendicular to fiber 
R = scaled distance = r/d 

Re = real part of complex number 
S = Poynting vector, W/m2.~m 
V = total number of  vertical fibers 

(parallel to x axis) 
x, y, z = vertical, horizontal, and inci- 

dent directions 
X, Y = scattering functions defined by 

Eq. (2) 
a = size parameter = ~rdlh 
7 = dummy angle for angle from 

incident direction in plane nor- 
mal to fiber 

0 = angle from incident direction 
in vertical plane 

K = index of  absorption 
h = wavelength,/zm 

/.z0 = magnetic permeability of air 
~b = angle from incident direction 

in horizontal plane 
= scattering phase function 
= angular velocity 

Subscripts 
a = absorption 

bck = backward 
e = extinction 

fw = forward 
h = horizontal 
i = from one individual fiber in in- 

dependent scattering 
inc = incident 

j ,  k, I = fiber specifications 
N = from N fibers 
s = scattering 
r = radial direction 
v = vertical 

x, y, z -- along vertical, horizontal, inci- 
dent directions 
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Fig. 1 Scanning Electron Micrograph (SEM) showing the weave of ce- 
ramic fabric No. 525 woven from 9/~m silica fibers 

where Z is X or Y depending on the fiber it corresponds to and 
on the polarization of the incident wave. The summations (rep- 
resented by indices I and j )  are carried out over the total number 
of fibers in the system. The position vectors rt and rj reflect the 
positions of the fiber centers. Implicit in the last equation above 
is the assumption that r >> rj, and consequently [ r - r: [ = r and 
( I t  - r:[ - Ir - rll) = er ' (r t  - rj). Here "con j"  indicates 
complex conjugate, w is the angular velocity of the incident 
wave, and #0 is the magnetic permeability of air. The correspond- 
ing scattered intensity is given by 

r 
I = IsI ~ .  (4)  

The physical case under consideration consists of an incoher- 
ent beam of light that is incident normally on the set of V vertical 
fibers and H horizontal fibers. All the fibers have the same di- 
ameter and are made of the same material. Using the above- 
mentioned expressions and separating each summation into two 
subsummations over the horizontal and vertical fibers, the fol- 
lowing is obtained after straightforward, albeit tedious, algebraic 
manipulations: 

lw(O,  d~) = Vls,(dp)F(q~)[6(O) + 6(,x - 0)] + HI~,(O)F(O) 

× [6(~b) + 6(7r - ~b)] + VHI~.c[C.sw6(O)6(dp) 

+ Cbck6(Tr - 0)~(~r - 4')]- (5) 

The number of vertical fibers is denoted by V and the horizontal 
by H, and the total number N = V + H. For independent scat- 
tering theory the value of F is unity and the effects of cross- 
polarization interference are neglected, yielding Is,,,, = NLi.  

The delta functions in the above-mentioned expression are a 
consequence of the cylindrical form of scattered waves. The scat- 
tered field from the horizontal cylinder propagates radially out- 

ward from the fiber axis along the vertical plane containing the 
incident beam. Similarly the scattered field from the vertical fi- 
bers is contained in the horizontal plane having the incident 
beam. Since the polarized components of the scattered fields os- 
cillate transversely in different planes perpendicular to their ra- 
dial propagation direction, the two sets of waves do not interfere 
except in the forward and backward directions. Within each set 
of waves in the horizontal and vertical planes, respectively, in- 
terference takes place as described by White and Kumar (1990) 
and is accounted for by the correction factor F.  In the forward 
and backward directions the additional cross-polarization correc- 
tion factors C are defined as 

1 
Csw = - -  [ X ( 0 ) . c o n j ( Y  (0))  + Y ( 0 ) . c o n j ( X  (0) ) ] ,  

7r0¢ 

1 
-- - -  ~ ~ [conj(an)bm + anconj(bm)], (6a)  

7rol 
n m 

1 
Cb~k = - - [ X  (Tr) 'conj(Y (Tr)) + Y (Tr) 'conj(X (Tr))] 

7to/ 

1 V H 

x ~ ~ ~ cos (2~(zj - z,)), 
j=l /=1 

- 1  
- - - ~  ~ ( - 1 )  .... [conj(a.)bm + a.conj(bm)] 

7r~ n m 

1 V H 

× ~  ~ ~ c o s ( 2 k ( z ~ - z l ) ) .  (6b) 
j = l  1=1 

Similarly the independent scattering intensity and scattering ef- 
ficiency are defined as (Bohren and Huffman, 1983) 

1 
ls,(y) : I ~ . ~ 2 ~  {[X(w)I 2 +  IY(~) I2} ,  

= /inc 2 ~  ~ ~ [anconj(am) + bnconj(bm)] 
n m 

× e x p ( - i ( n  - m ) 7 ) ,  (7a)  

1 
12 ~ [la.I 2 + Q,, = - {la012 + Ib0 + 2 Ib.lZ]}. (7b) 

(7/ n = l  

Since the phase of the scattered waves is proportional to the 
distance from the fiber centers and the incident phases, F ( 7 )  is 
given by (White and Kumar, 1990) 

/ 
Horizontal 

Fiber 

\ 
/ 

z 

Incident Radiation 

/ 

r 

Fig. 2 Schematic of the model and position vectors in the fiber system 
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t F ( ~ ) = ~ R e  exp i - ~ - ( e z - e r ) ' ( r j - r k )  , (8) 
k=l j= l  

where unit vector e~ is in the forward direction, er is the unit 
vector along the radial direction of observation in the plane per- 
pendicular to the fibers and is at an angle y from forward direc- 
tion, and rj and r, are the position vectors of the centers of the 
fibersj and k. Figure 2 shows the coordinate system. The vectors 
ez, er, rj, rk, lie in the same plane that is perpendicular to the 
fiber axis and contains the incident direction. M is either V or H 
depending on whether 7 is th or 0. The dot product in the above- 
mentioned equation represents the difference in the total distance 
traveled by the waves from a common origin to the detector after 
being scattered by fibers j and k. If the M fibers are very closely 
packed so that all the scattered waves add constructively in the 
forward direction, then F(0) = M, and the intensity in the for- 
ward direction, cf. Eq. (1), is /~N(0) = N2/.,i(0) (the opposite 
extreme from independent scattering), where N = M for this 
case. 

The scattering efficiency Q, is the ratio of the total energy 
scattered by the fiber to the total energy intercepted by the fiber. 
The scattering efficiency is evaluated by integrating the scattered 
intensity over all angles. In this expression, the independent scat- 
tering efficiency from a single fiber Qsi is a well-known function 
from independent scattering theory. It is used to normalize the 
scattering efficiency for simplicity. That is, to isolate mathemat- 
ically the effect of interference on the scattering efficiency, the 
ratio of the dependent scattering efficiency of the fiber system 
(= (H + V)Q,N) to that of the collection of fiber in the indepen- 
dent scattering assumption (= (H + V)Qs~) is presented as fol- 
lows: 

[I: r ] Q~---.~ = n ffi(O)F(O)dO + V ~,(q~)F(qb)dq~ 
as i  ~ 0 

1 1 HV 
× 27r H + V + (Cfw + Cb~k) Q~i(V + H) ' (9) 

Here ~ is the scattering phase function of an individual fiber and 
0 is the angle between the scattered and incident directions. The 
phase function is evaluated by using the independent scattering 
theory, and is a known function of the scattering angle 0 or ~b 
and the size parameter o/. To obtain the last term in the above- 
mentioned equation, it is assumed that the finite number of fibers 
are closely packed so that the scattered waves from each fiber 
interact with those of every other fiber in the forward .and back- 
ward-scattering directions. For systems with a large number of 
the fibers, this equation has to be modified, as is considered later 
in the paper. 

The previous expressions are general ones, as long as the near- 
field effects are negligible. If such effects are significant they 
have to be included via additional correction terms or appropriate 
models. Near-field effects may be neglected if the Rayleigh- 
Gans assumptions are met. These are I m - 11 ~ 1 and 2o/Im - 
I I ~ 1 (Bohren and Huffman, 1983; Lee, 1992). However, the 
expressions developed here may be used even if near-field effects 
are present, as long as the near-field corrections are in the form 
of multiplicative correction factors (Kumar and Tien, 1990). 

Simplifying assumptions can be used to obtain closed-form 
solutions, which offer a great improvement in computational ef- 
ficiency over the complex numerical integration required other- 
wise. Several closed-form expressions are presented below for 
different cases in the Rayleigh regime. The independent phase 
function asymptotes to the first term in the infinite series con- 
taining even powers of the size parameter a for small values of 
the size parameter: 

Im ~ + 112 + 4 cos~ y 
~ ( 7 )  = ira2+ 112+ 2 , o / ~ l ,  (10a) 

=~(1 +cos27),  a <  1, m ~  1. (10b) 

020 
O 1 5  

10 

5 

' ' ' ' i , , , , i . . . .  i , 

Equally Spaced Parallel Fibres 

~ . ~  .~. t~ = 0.01 

i t i t I 

1.0 2 .0  

a = 0 . 1  

Vertical Fibers = 10 

Horizontal Fibers = 10 

rn =1.1 + i0.01 
i i [ i i i i I i i i i 

3.0 4.0 A 5.0 

F i g .  3 E f f e c t  o f  f i b e r  s p a c i n g  o n  t h e  s c a t t e r i n g  e f f i c i e n c y  Q s N  f o r  e v e n l y  

s p a c e d  f i b e r s  i n  o n e  p l a n e  ( , 4  = s c a l e d  d i s t a n c e  b e t w e e n  c o p l a n a r  f i b e r  

axes) 

Similarly, retaining the leading order the expansion coefficients 
asymptote to (o /<  1 ) 

--iTra4(m 2 -  1) - - i T r o / 2 ( m  2 -  1 )  
a0 = , b0 - 

32 4 

--i~1"o/2m 2 -  1 --iTro/4(m 2 -  l)  
a l  = b l  = 4 rn 2 + 1 ' 32 

(11) 

For larger size parameters the phase function and the expansion 
coefficients are more complicated. The cross-polarization inter- 
ference correction factors and the independent scattering effi- 
ciency can be written for small size parameters as (o /~  1 ) 

2 
Cfw = - -  [conj (al)bo + alconj (b0)], 

71"0/ 

3 I m 2 -  ll2Re(m2 + 1), (12a) 7f 

= ~ o /  ] m 2 ~  112 

1 H V 

C~k = Cfw ~ E E cos (2k(zj - z,)), (12b) 
j = l  t=] 

zr2o/3 tm 2 -  112 
a'~'= I---g-----F--/212÷[m 2 1 Im2+ 112]' (12c) 

Here, too, only the leading order terms have been retained. 
Two representative geometries for the fibers in a given plane 

are presented below. In either case, the woven material is mod- 
eled as a horizontally oriented layer on top of a vertically oriented 
layer of fibers. These cases represent a simple idealized geome- 
try, which yields a relatively simple closed-form solution for the 
dependent scattering efficiency. A more realistic but complicated 
geometry would require a more complicated numerical evalua- 
tion of the scattering efficiency. The fibers in one plane are con- 
sidered to be either evenly spaced at a fixed, known distance apart 
or to be aligned parallel to one another in three-dimensional 
space, having a random distribution of spacings between them. 
In the second case, the probability of finding a fiber on a given 
angular ray is given by a probability distribution, and the inter- 
ference effect of that fiber on scattering decreases functionally as 
a Bessel function, so the integration over space is carried out to 
the limit of infinity. These results are presented in the following 
sections. 

Finite Number of Evenly Spaced Coplanar Fibers. If the 
horizontal and vertical fibers are arranged in plane layers where 
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the fibers are equidistant in the plane, the following mathematical 
form of F is obtained (White and Kumar, 1990): 

F(y) = 1 + ~ cos(2aA(k - j )  sin y) .  (13) 
k = l  j : l  

)*k 

Here the ratio of the fixed distance between the centers of adja- 
cent fibers to the diameter of the fibers is represented by A ( = 1 
+ a/d). F(y) becomes more oscillatory as the size parameter a 
increases. For smaller a the scattered radiation from these closely 
spaced fibers always adds constructively since the different scat- 
tered waves emanate from points that are very close to one an- 
other and hence F is smoother at smaller a. For small size pa- 
rameters, the expression for dependent scattering efficiency is 
readily integrated by using Eqs. (9),  (10a),  (12b), and (13) as 

- Jo(2aAo(k - j)) 
Qsi V + H j=l 

irk 

2 J2(2~A~ (k - j ) ) ]  
+ im2+ 112+2  

H H " 

+ ~ ~ Jo(2aAh(k - j ) )  
k = l  j = l  

j~k 

2 + 
[m2+ 1 2 + 2  

J2(2aAh(k-j))]} 

+ 2C:wVH 
Q~(V + H) 

+ 1. (14) 

It has been assumed in the second to last term in this equation 
that all horizontal and vertical fibers are in the same plane and 
thus Cb~k = C:w where Cyw is obtained from Eq. (12a). This 
approximation is a good representation for loosely woven fabrics. 
If the two planes are at a fixed distance p apart then the term 
2Cfw has to be replaced by C:~( 1 + cos (2kp)),  as indicated by 
Eq. (12b). Here, too, it has been assumed that the scattered 
waves from each fiber interact in the forward and backward di- 
rections with those from every other fiber (cf. Eq. (9)) .  

Large Fibrous Systems Described by Distribution Func- 
tions. More generally, the fibers in either the horizontal or ver- 
tical layer are considered to be aligned parallel to one another, 
and the separation between the fibers can be given by a distri- 
bution function. The effect of fibers positioned far from the fiber 
under consideration decreases rapidly with the distance, so that 
an infinite system can be considered and the spatial integrations 
can be carried out to the limit of r ~ o~. The correction factor F 
is thus (White and Kumar, 1990) 

F( 'y)  = 1 + 8fro ~ [ g ( R ) -  1]Jo(4otRsin~)RdR, (15a) 

where f i s  the solid volume fraction and g(R) is the ratio of the 
local fiber number density at a nondimensional distance R from 
the representative fiber to the average (bulk) number density. 
Similarly Eq. (9) is modified as follows to account for decreasing 
influence of the scattering from fibers located at large distances: 

HV+ ~ f ' + : h  o vC/w + Cb~k = Cf~t; [g(R) - 1] H 

X [J0(4otR) + 1]RdR, ot ~ 1, (15b) 

where Eqs. (12a) and (12b) have been used. Two cases of g(R) 
are considered below, for low volume fractions or widely dis- 
persed fibers such as in a low-density insulation material, and 
high volume fractions or relatively closely packed fibers as in a 
woven material. 

For low volume fractions the number density is assumed uni- 
form for r -> d (R --> 1 ) and is zero for values of r < 1 (R < 1 ). 
This model is called the gas model and Eq. (15a) is readily in- 
tegrated as (White and Kumar, 1990) 

F (T)  = 1 8 f  j l ( 4 a s i n Y l ,  (16a) 

4a sin Z 
\ z /  

2 

F ( y ) = l - 4 f  1 - ~  4ots in~  , a ~ 0 .  (16b) 

The corresponding dependent scattering efficiency for small val- 
ues of a using Eqs. (9),  (10a),  (12b), (15b), and (16a) is 

2 2[ 
a~___2 = 1 - 4 f~ + f "  J0~(2~) + J~(2~)  
Q. 

2 (J~(2o~) - Jl(2o~)J3(2o~))] 
+ im2+ 112+2  

~ J , ( 4 o L ) + ~  , a ~ l .  (17) 

The value of C/w is obtained from Eq. (12a).  
For higher volume fractions a modified distribution function 

is considered that assigns additional solid volume near the fiber. 
This attempts to account for higher density near the fiber that is 
expected to decrease in an oscillatory fashion with increasing 
radius from the fiber. As before, the nondimensional number den- 
sity g(R) is assumed to be unity for R > 1. This model is called 
the packed model where an additional delta function at R = 1 is 
specified as (White and Kumar, 1990) 

16im Rg(R)dR = 1 - = 0.4204. (18) 

This distribution function yields 

4a sin _7 
2 

+8 04204fJo(40sin ), (,90, 
[ ( = 1 - 4 f  0 .1592+0.0852 4 a s i n  , 

a ~ 0 .  (19b) 

The corresponding dependent scattering efficiency using Eqs. 
(9),  (10a),  (12b), (15b), and (19a) is 

Q~u 1 • f~  + f ~  [Jo2(2a) + J~(2a)  

2 (J~(2o0 - Jl(2oc)J3(2ot))] + 8 
÷ [m2÷ 111+2  

o j h  2 
× 0 . 4 2 0 4 - ~ - ~ -  J~(2a)  + J~(2a)  

fo A ] m2+ 112+2  

Cfw 8 f ~  [ 1 1 -0 .4204[Jo(4Ot )+  1]] 
Qsifh+f~ ~a J ' ( 4 a )  + 2 

a ~ 1. (20) 

Results 
Numerical results are presented for a few representative cases 

of fibers of small diameters such thatthe size parameter a ~ 1. 
Figure 3 considers the case of evenly spaced horizontal and ver- 
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Fig. 4 Effect of volume fraction on the scattering efficiency QsN of fibrous 
systems containing horizontal and vertical fibers for horizontal volume 
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Fig. 5 Effect of refractive index on the scattering efficiency QsN of fibrous 
systems containing horizontal and vertical fibers for horizontal volume 
f ract ion fh equal to the vertical volume fraction fv 

tical fibers located in one plane. Here the single sheet of woven 
fabric is modeled via Eq. (14) and 10 fibers each in vertical and 
horizontal planes are considered. The scattering efficiency ratio 
is evaluated as a function of the spacing for different size param- 
eters. It is seen that for very small sized fibers the dependent 
scattering efficiency is high since the scattered radiation adds 
constructively in all directions. As the fiber size increases, the 
scattered radiation interferes both constructively and destruc- 
tively, and the dependent scattering efficiency is lower. In addi- 
tion, the scattering efficiency decreases as the separation between 
the fibers increases. Similar results have been observed for uni- 
directional parallel fibers (White and Kumar, 1990). 

Figure 4 examines the dependent scattering efficiency for a 
fibrous system modeled as a random system of perpendicular and 
horizontal fibers via the gas and packed models for the distri- 
bution function g(R). Here the volume fractions for the vertical 
and horizontal fibers are taken to be the same, f~ = fh. It is seen 
that as the volume fraction increases the dependent scattering 
efficiency decreases. The decrease is larger for larger sized fibers 
and the dependent scattering efficiency equals to the independent 
one as the volume fraction asymptotes to zero. The gas model, 
which is expected to be more accurate at lower values of volume 
fraction, yields physically unacceptable negative values of scat- 
tering efficiency for volume fractions greater than approximately 
0.15. The packed model covers a larger range and does not give 
negative values except at large volume fractions for large size 

Table 1 Q,NIQsl fo r  n + ig = 2 + i0.1 

Table 1: QsN/Qsi for n + iK = 2 + i0.1 
size fabric parallel 
o~ f v =f h =0.05 f =0.1 

0.001 0.9564 0.9363 
0.005 0.9564 0.9363 
0.01 0.9564 0.9363 
0.02 0,9563 0.9362 
0.03 0.9562 0.9361 
0.04 0.9561 0.9359 
0.05 0.9560 0.9356 
0.06 0.9557 0.9353 
0.07 0.9555 0.9350 
0.08 0.9552 0.9346 
0.09 0.9549 0.9341 

parameters. These deficiencies of the two models have been 
noted and discussed in the literature (Tien and Drolen, 1987; 
Kumar and Tien, 1990). Experimental validation is required be- 
fore either of these models for g(R) or others available from the 
literature are accepted. 

The cross-polarization interference effects in fabrics are 
highlighted by the results of Table 1. Two different cases are 
considered, the first where half the fibers are in the horizontal 
direction and the other half in the vertical direction in the form 
of a woven fabric, and the second where all the fibers are 
oriented parallel in one direction. Due to the additional cross- 
polarization interference in the forward and backward scatter- 
ing directions, the dependent scattering efficiency from the 
fabric is higher. The interference in these directions is con- 
structive and therefore the magnitude of the total scattered 
energy is higher than that of the unidirectional fibers where 
the cross-polarization is absent. 

The effect of the refractive index on the dependent scattering 
efficiency is examined in Fig. 5. Higher index of absorption K 
leads to slightly higher values of dependent scattering efficien- 
cies. 

Summary 
A theoretical model of radiative properties of an idealized fab- 

ric developed in this paper indicates how the scattering charac- 
teristics of a system of woven fibers are affected by the location 
and orientation of the fibers with respect to each other, The mech- 
anism of interference of the scattered waves from different fibers 
has been ignored in the classical formulations of scattering theory 
of fibrous systems. The present theoretical framework analyzes 
this effect and the resultant model incorporates these interference 
effects. Further research is needed to validate these models ex- 
perimentally. 
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Subcooled Flow Film Boiling 
Across a Horizontal Cylinder: 
Part I=Analytical Model 
An analytical model of  stable subcooled flow film boiling on the front of  a horizontal 
cylinder and a model for  the wake region downstream of  the flow separation points 
were developed. The flow and tempe~'ature fields upstream of  the separation points were 
represented by a ' 'local-similarity" solution obtained through a rigorous mathematical 
transformation. The transformed governing equations were solved numerically using a 
finite-difference scheme. Numerical solutions for  the vapor layer thickness, the velocity, 
and the temperature fields were obtained for  both the liquid and vapor layers. The 
results showed that the liquid boundary layer was thicker than the vapor film. Increases 
in the liquid subcooling and in the free-stream velocity decreased the vapor layer thick- 
ness. The influence of  convection in the vapor layer is small yielding a near-linear 
temperature distribution. A two-dimensional vapor wake model was developed based 
on mass and energy balances. Numerical solutions, including the vapor layer thickness 
and the temperature field of  the front part and the wake part, were matched at the 
separation points. The results showed that increases in the liquid subcooling decreased 
the vapor layer thickness. Heat transfer in the wake region can amount up to 20percent 
of  the heat transfer in the forward region and should not be neglected especially at 
high subcooling. 

Introduction 
The theory of flow film boiling across bluff bodies that induce 

flow separation and wake formation is still not complete, even 
though it has been studied for many years, especially for sub- 
cooled systems. Bromley et al. conducted the first systematic 
theoretical and experimental studies on pool film boiling (Brom- 
ley, 1950), flow film boiling (Bromley et al., 1953), and sub- 
cooled flow film boiling (Motte and Bromley, 1957). Witte 
(1968) theoretically studied film boiling from a sphere. Nishi- 
kawa et al. (1976) investigated pool film boiling from a vertical 
plate including the effects of variable thermophysical properties. 
Srinivasan and Rao (1984) conducted a numerical study on film 
boiling over a flat plate including the radiation contribution. 
Witte and Orozco (1984) proposed a physical model for sub- 
cooled flow film boiling from a sphere or a cylinder that included 
nonlinear vapor Velocity effects. Chappidi et al. (1990) theoret- 
ically examined subcooled flow film boiling from a wedge 
considering the streamwise pressure gradient imposed on the 
flow and the streamwise buoyancy force acting on the vapor 
film. Sakurai et al. (1990) investigated, both theoretically and 
experimentally, subcooled pool film boiling over a horizontal 
cylinder and established a correlation that predicts heat trans- 
fer very well. Liu et al. (1992) obtained a correlation of flow 
film boiling across a cylinder for subcooled systems. Shoji and 
Montasser (1993) modified Witte and Orozco's model (1984) 
to suit uniform wall heat flux conditions during flow film boil- 
ing from cylinders and spheres. Most of the previous analyses 
are for surfaces that do not involve flow separation and wake 
formation, or simply omit the heat transfer in the wake region. 
The previous flow-film-boiling models underestimate the 
available experimental data by a significant amount, especially 
for subcooled systems. 

This study provides a model for subcooled flow film boiling 
across a horizontal cylinder that covers the entire cylinder surface 
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including the front region (called Part One) and the wake region 
(called Part Two). 

A local-similarity solution for the velocity and temperature 
fields over the front part of cylinder was obtained without re- 
sorting to the conventional assumptions that make a solution 
more tractable. By doing this the influence of subcooling and 
velocity on the temperature and velocity fields, and the vapor 
film thickness were obtained. The solution yielded separation 
points in the vapor flow that lead to the formation of a wake as 
well as other details of the velocity and temperature fields. The 
influences of various system parameters can be illuminated using 
this solution. 

The solution over the front part of the cylinder provides input 
for a model that represents the physical behavior of the vapor in 
the wake region, past the separation points. In the analysis that 
follows, a physical model is proposed that will allow for the 
prediction of heat transfer behavior including the local heat trans- 
fer characteristics in the wake region. Prior to this study, this has 
not been done. 

In a companion paper (Chou et al., 1995), the heat transfer 
results from this analysis (combined front and wake parts of the 
cylinder) will be compared with experimental data. 

Part One: Solution for Front of Cylinder 
The basic physical model is shown schematically in Fig. 1. 

The vapor is assumed to form a continuous film layer around the 
cylinder. A liquid boundary layer rides over the vapor layer; it 
conforms to a potential flow at points far from the vapor-liquid 
interface. By joining the two symmetric vapor separation points, 
as shown in this figure, the flow field can be divided into two 
parts, which are defined as "Part One" and "Part Two" for 
purposes of analysis. Part One is basically a boundary-layer-type 
problem since both the vapor film and the liquid layer are fairly 
thin compared to the cylinder radius (for subcooled systems). 
Part Two is a wake-type problem, where the vapor film thickness 
can be much thicker than that over the front part. The boundary- 
layer theory is available for the first part, whereas it is not ap- 
plicable to the second part. Solutions, including the vapor layer 
thickness and the temperature field, of the two parts must be 
matched at the separation points. 
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Governing Equations. The curvilinear orthogonal coordi- 
nates (x, y) ,  the origin (0, 0),  and the angle ~ are shown in Fig. 
1. The following assumptions are made: 

• The vapor- l iquid interface is smooth and is at the local 
saturation temperature. (It has been observed that as sub- 
cooling increases, the interface becomes smoother and ve- 
locity has a much smaller influence.) 

• The cylinder surface temperature T~, the liquid free-stream 
velocity V~, and the bulk liquid temperature T® are uni- 
form. (It is just an assumption so that the boundary con- 
dition can be established.) 

• The vapor film layer and the adjacent liquid boundary layer 
are thin and laminar. (This can be verified by calculations 
as will be shown later.) 

• Viscous dissipation and liquid compression work are neg- 
ligible. The vapor expansion work is close to that for an 
ideal gas. (The velocities are relatively low in most film 
boiling applications as are system pressures.) 

• Steady state and steady flow conditions apply. 
• Variable physical properties are functions of  temperature. 
• A cross-cylinder potential flow field exists outside the liq- 

uid boundary layer. (Both vapor and liquid layers are thin 
compared with the cylinder diameter based on the calcu- 
lations described later.) 

T h e  governing equations, including mass, momentum, and en- 
ergy conservation, in the vapor layer ( j  = v) and the liquid layer 
( j  = L) are 

0 (pu) j  + ~ ( p u ) j  O, 
Ox 

(1) 

Ouj Ouj) 
p, Ty ) 

- 2 p L ~ V ~ s i n ( - ~ ) R  + g ( P r ~ - P j )  s i n ( R )  

0 ( Ouj~ (2) 
+-~y I#' Oy / ' 

+ 

- - - - - ~ - - u  -~- ,=~ ~ y / , ~ y  ) , (3) 

where the index j  denotes whether the vapor or the liquid region 
is being described. Note that based on the assumptions the first 
term of the right-hand side of  Eq. (3) ,  the expansion work term, 
exists for the vapor layer only; this term is zero for the liquid 
layer. 

The boundary conditions and the vapor (without subscr ipt)-  
liquid (with subscript L) interface conditions are 

y = 0 ;  u = 0 ,  v = 0 ,  T =  Tw, (4) 

Ou OuL 
y = 6 ;  U = UL, # 'X--= ItZL"7 - ,  T =  TL= T~,(x), 

oy oy 

_ k  OT _ki. OTL ( d6"~h 
Oy + q r =  Oy - p v - U ~ x )  :~' (6) 

N o m e n c l a t u r e  

A = interface shape factor, see Eq. T = 
(35) u = 

cp = specific heat, J/(kgK) V~ = 
Cl, c2 = constants 

D = diameter of cylinder heater, m V, = 
f = dimensionless velocity function 
h = local heat transfer coefficient = v = 

q/(Tw - T,), W/(m2K) X0 = 
hf, = latent heat of  evaporation, J/kg 

i = enthalpy, J/kg X = 
JaL = Jakob number of  liquid = 

CpLAT~ub/h}g, where h}g = hfg(1 x = 
+ 0.4cpAT~at/hf8) z, J/kg 

k = thermal conductivity, W/(mK) Y = 
M, N = see Eq. (11) 

m = mass flux, kg/(mZs) y = 
Nu = Nusselt number of  vapor, see 

Eq. (40) a = 
P = system pressure (pressure in y = 

bulk liquid), Pa ~ T s a  t = 

Pr = Prandtl number of  vapor = 
upcp/k A T.~ub = 

q = heat flux, W l m  z 6 = 
Q = heat transfer, W 

Qfront = front heat transfer, W 6L = 
Qwako = wake heat transfer, W % = 

R = radius of cylinder heater, m ~ = 
ReL = Reynolds number of liquid = 

Vo39 / u L ~7 = 
R' = (pw/-~)R, m 0 = 

s = sign indicator defined in Eqs. 
(18) and (19) 

temperature, K 
x-component velocity, m/s 
free-stream velocity in bulk 
liquid, m/s 
vapor velocity normal to the 
interface into liquid, m/s 
y-component velocity, m/s 
function of  4, defined in Eq. 
(12) 
coordinate along the heater sur- 
face in the wake region, m 
coordinate along the heater sur- 
face in the front region, m 
coordinate normal to the heater 
surface in the wake region, m 
coordinate normal to the heater 
surface in the front region, m 
liquid absorptivity 
function of 
heater surface superheat = Tw 
- T , , K  
liquid subcooling = T, - T~, K 
thickness of vapor film layer, 
m 
thickness of  liquid layer, m 
emissivity of heater surface 
angle measured from stagna- 
tion point, see Eq. (10) 
similarity variable, see Eq (10) 
dimensionless temperature, see 
Eq. (20) 

# = viscosity, kg/(ms) 
v = kinematic viscosity, m2/s 
p = density, kg/m 3 
7- = dimensionless coordinate = X/X~v 

~r~. = Stefan-Boltzmann constant, W/ 
(mZK 4) 

= function of 
~b = stream function 
w = dimensionless coordinate = Y/6 

Subscripts 
c = angle given in Eqs. (18) and (19) 
i = local vapor- l iquid interface 

in = in-flow 
L = liquid 
n = normal direction at the vapor -  

liquid interface into the liquid 
out = outflow 

r = radiation 
s = saturation at system pressure 

si = saturation at local pressure 
sp = flow separation point in vapor 

layer 
w = wall of cylinder surface 
6 = vapor- l iquid interface 
oo = bulk liquid 

Superscript 
= average 

Subscript 
j = j = v (vapor); j  = L (liquid) 
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g I I liquid flow 
\{,o, T,, 

Fig. 1 Physical model of flow film boiling across a cylinder 

Local-Similarity Transformations. The partial differential 
Eqs. (1) to (7) are difficult to solve. To simplify the equations, 
a local-similarity transformation was developed in this study. The 
idea of local-similarity is a well-known technique in forced con- 
vection boundary layer problems for computing the heat transfer 
in the nonseparated region on bluff bodies like spheres, cylinders, 
etc. Burmeister (1983) describes local similarity solutions for 
bodies where similarity does not exist exactly. Sparrow and Yu 
(1971) give an excellent exposition of this method, and the un- 
certainties that can arise from it. Wang and Shi (1984) apply the 
method to a film boiling case. Generally, buoyancy is a major 
contributor to the nonsimilarity of the solution, along with the 
geometry. The validity of local-similarity improves for forced- 
convection cases as the influence of buoyancy declines. 

Sakurai et al. (1990) developed a similarity transformation for 
a pool-boiling solution in which the liquid velocity is zero. How- 
ever, their transformation cannot be used to solve the present flow 
boiling problem since the liquid velocity and the pressure gra- 
dient are not zero in this study. 

The detailed steps of the present local-similarity transforma- 
tion are given by Chou (1992), and a summary of this transfor- 
mation is presented in this section. The stream functions ~ and 
~bL are introduced as 

u:= \ p  Oy ):' v:= - ~x ," (8) 

The stream function ~b is assumed to be separated by two single- 
variable functions ~(~) and f(r/)  so that 

[f(r/)lj = [M---~(~) ] , (9) 
J 

where ~ and r/are the new independent variables, which are sim- 
ilar to the Dorodnitzyn-Stewartson variables (1942, 1950) for 
variable properties and were used for cylinders (Sakurai et al., 
1990), defined as 

x 7,(4)  f" (~Idy 
J b(j=L) 

and 

(lO) 

Mj = (u,)j[g(PL~ - P,,.)R31(u~P,,,)]]/4, Ni = (M/v~)j. (11) 

In the vapor layer, ¢, and 7 are functions determined by the 
following relations, which arise from "local similarity" during 
the transformations: 

~ 7 "  + (I)t7 = Xo7 2, (12) 

• ' = 3T, (13) 

Cl sin 24 + c2 sin ~ = sc2~73, (14) 

where cl = 2pL~V ~/RM 2, and c2 = g(PL~ - P) /M 2 ~ gPL~/M 2 
( for p/ pL~ ~ 1). 

In Eqs. (13) and (14), the constant "3"  and "c2"  are chosen 
so that if V~ becomes zero, the functions • and 7 will be con- 
sistent with the ones in the transformation of Sakurai et al. (1990) 
for pool boiling (V~ = 0). The three Eqs. (12 ) - (14 )  yield a 
unique solution for the three functions ~, 7, and Xo, 

[ 4  f )  ]3/4 
,I~= ~ Ic, sin24'  + c 2 s i n ; ' l t / a d ;  ' , (15) 

L 2" 
[ ;  7 = I cl sin 2~ + c2 sin ~1 , (16) 

~(2cllc2 COS 2~ + C2 COS 
X o = 2 + s  × 

Ic,/c~ sin 2~ + sin ~l 4/3 

× I cdc2 sin 2~' + sin ~'ll/3d~ ' 
G 

(17) 

s = l ,  ~ . = 0 ,  for ( q s i n 2 ~ + c 2 s i n ~ ) > 0 ,  (18) 

for (cj sin 24 + c2 sin ~) < 0, (19) 

where, in Eq. (19), ~, is the root of the equation c~ sin (24) + 
c2 sin ~ = 0. The term, (cj sin 2~ + c2 sin ~), represents a 
combined effect of pressure gradient and buoyancy. 

Similar expressions result for the liquid layer; they are omitted 
for the sake of brevity. The details are presented by Cbou and 
Witte (1992). Furthermore, the following variables for the vapor 
(without subscript) and the liquid (with subscript L) layers are 
introduced: 

T-T~. T L - T ~  
O -  O L - - - -  

ATsat ATsub 

~" [T~, - r ~ , ( ; ) ] ,  (20 )  
qrp = 1/ew + 1/a - 1 

where qrr is the radiation heat flux between two parallel plates 
(with temperature Tw and T,i(~), respectively), and a is the in- 
terface liquid absorptivity which is assumed unity (i.e., a ~ 1 ) 
since the absorption distance for heat radiation is usually very 
short in a liquid. The actual radiation heat flux qr is assumed to 
be a modification of qrp, which is 

qr(~) = qrpT(4)/T, (21) 

where ~ = 1/~v f0 % Td~ and ~p is the angle at the vapor flow 
separation point, which is determined numerically. Assumption 
(21) is introduced to make the local-similarity transformation 
possible. Numerical calculations show that radiation is not im- 
portant for the cases studied; therefore, assumption (21) will 
cause little deviation. 

Based on the transformation Eqs. ( 8 ) - ( 2 1 ) ,  the governing 
Eqs. ( 1 ) - ( 3 ) ,  the boundary conditions (4) and (7), and the 
interface conditions (5) and (6) are finally transformed into 

[ (  Pit f " l ' +  3 f f " - X o f ' 2 +  sc2R3] = 0 ,  (22) 
\ P,#.,. / - ~ -  j 

[ ( ~ 0 , ) '  + 3 pr S-~f0,1 _ (  RM2p"u'J° ., O, (23) cm J j  . • j = ~  

f (0 )  = 0, f ' i 0 )  = 0, 0(0) = 1, (24) 
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where 

(fL)i : K,R.,.~L(f)~, (f~), = K.~ ~ T L ( f ' ) ~ ,  (25) 

~y2 ,, 
( f Z ) ,  = K~R~R, '  ~ ( f  ),, (26) 

( L i -  L )  ( T , i -  T~) 
( O ) i - - - ,  (OL) , - - - - ,  (27) 

AT~.t AT~ub 

Sps = - Q i ( f / O ' ) i  + Si/(O')i + AiSc~(O[/O')i, (28) 

2RV~ sin 4 
f [ ( ~ L )  -- NLMLTLtb L , OL(~L) = O, (29) 

Io= c2&( s&y  2 - s in4) ,7  

= I ~:~- p') P"I 
K,. L ( ~  - - - p ~ . J  ' k,,= ( ) - -  \PL,~L,./ ' 

cp,.ATsat CpL,,ATsub 
Sp., = " - Sc~ - 

h/g.,.Pr,. ' hfgs ' 

R, = p~L i ' Qi = ~ -  ~ pk / ,  ' 

"ks (qrp~ A i -  ksp,.  (~pPL)T._.A 
Si = hfgsTM \pk ], ' kL, p~.KsR,.Prl.,, i 'y 

The transformed Eqs. (22) to (29) become a set of ordinary 
differential equations locally for any given angle 4 that yields a 
local-similarity solution. The quantity 4 may be regarded as a 
constant parameter at any streamwise location. The equations 
corresponding to any given 4 value are independent of the equa- 
tions at any other 4. By assigning a succession of 4 values, the 
streamwise dependence of velocity and temperature fields can be 
determined. 

Numerical Method and Numerical Results. The trans- 
formed Eqs. ( 2 2 ) - ( 2 9 )  have been numerically solved using a 
finite-difference method. Once the dimensionless velocity func- 
tion, f ,  is obtained in Eqs. (22) and (23), the stream function, 
~b, can be found from Eq. (9),  which in turn gives both the u- 
and v-components of velocity at all points based on Eq. (8). 

Energy is balanced at the vapor-liquid interface (Eq. (6))  to 
determine the vapor film thickness. The thickness of the liquid 
boundary layer is taken as the point where either the velocity 
becomes 99 percent of the potential flow velocity or the temper- 
ature becomes 99 percent of the bulk liquid temperature (the 
thicker one of the two is selected). Both the vapor layer and the 
liquid layer thicknesses are successively obtained by using an 
iteration method. The steps are repeated for each angle 4. The 
flow separation points of the vapor layer are evaluated by using 
the condition, 

: 0  
y=0 

Additionally, the derivative changes sign through the separation 
points. 

Although the transformed governing equations were solved in 
dimensionless form, it should be noted that specific cases for 
water were calculated to illustrate the nature of the results. Be- 
cause of the influence of property variations, the numerical re- 
sults for velocity and temperature profiles can differ for different 
input parameters even though dimensionless numbers like JaL, 
ReL, Pr, etc., might be held constant. Thus, we have only included 
in this paper some calculations with water to show how various 
parameters affect the general solution. The values of the dimen- 

sionless numbers are included in the captions for convenience so 
that the reader doesn't need to calculate them. Physical properties 
of water were evaluated by using thermophysical property soft- 
ware (NBS-NRC Tables) called during the computations. Water 
was chosen because its properties are well known throughout 
large ranges of temperature and pressure. 

Numerical results show that increased liquid subcooling sig- 
nificantly thins both the vapor and liquid layers. The vapor sep- 
aration angle ~,v, is increased with increased subcooling. The liq- 
uid layer is thicker than the vapor layer over the front part of 
cylinder in most of the cases. 

Figures 2(a, b) present the velocity profiles in vapor and liq- 
uid at different angles over the cylinder from the near-stagnation 
point (4 = 1 deg) to the separation point (4 = 93.3 deg) for the 
given case. The dimensionless numbers, Pr and ReL, given in the 
figures are evaluated at the average temperatures of vapor and 
liquid, respectively. The discontinuous velocity gradient points 
indicate the location of the vapor-liquid interface as shown in 
the figures. The velocity in the vapor, for the given case, first 
increases with the angles 4 from 1 to 60 deg, and then decreases 
with angles from 60 to 93.3 deg. The highest vapor velocity curve 
is found at about 60 deg. In the liquid boundary layer, except for 
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Fig. 2 Velocity profiles in vapor and liquid layers at different angles: (a) 
= 1 to 60 deg; (b) ~ = 75 to 93.3 deg. Water, R = 10 mm, ~w = 0.12, V= = 

1 m/s, ATo.t = 400°C, A T . =  = 30°C, P = 0.313 MPa, Pr = 0.94, Ret = 
82,000. 
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Fig.  3 T e m p e r a t u r e  p r o f i l e s  a t  d i f f e r e n t  a n g l e s :  (a)  v a p o r  layer ;  (bl  l iqu id  
layer .  Water ,  R = 10 m m ,  ew = 0.12, V® = 1 m/s ,  ,dLTut = 400°Ct ~Ta .b  = 
3 0 ° C ,  P = 0 . 3 1 3  M P a ,  P r  = 0 . 9 4 ,  ReL = 8 2 , 0 0 0 .  

the stagnation region, the velocity curves are somewhat steeper 
at the lower part of the cylinder than those near the separation 
point. The velocity gradients in the liquid layer exhibit the influ- 
ence of vapor drag. The velocity profiles based on Witte and 
Orozco's model (1984), for the same case, are also plotted in 
Fig. 2(a, b) for three angles 30, 60, and 93.3 deg in order to 
compare them with the results of the current model. Witte and 
Orozco's velocity profiles end at the vapor-liquid interface since 
the potential velocity is assumed at the interface; therefore, no 
vapor drag induced velocity gradients in the liquid exists. The 
peak vapor velocities are higher and the vapor film thicknesses 
are smaller as a result of the current model than that of Witte and 
Orozco for a given angle, thus a higher heat transfer is obtained 
from the current model. 

The temperature profiles in the vapor film at various angles 
around the cylinder from the cylinder bottom to the vapor sepa- 
ration point are shown in Fig. 3 (a) .  A nondimensional temper- 
ature of unity represents the cylinder wall temperature, and a 
nondimensional temperature in the vapor of zero represents the 
saturation temperature. The temperature profiles in the vapor 
layer are virtually linear. The linear temperature distributions 
suggest that conduction dominates the heat transfer through the 

vapor film, while convection and radiation across the vapor film 
are small compared with conduction, based on the numerical 
computations for these conditions. Additionally, the vapor ex- 
pansion work term in Eq. (3) is relatively small according to the 
numerical results. 

The temperature profiles in the liquid layer at different angles 
are shown in Fig. 3 (b).  The nondimensional temperature of unity 
represents saturation temperature. The lowest nondimensional 
temperature in the liquid of zero represents the bulk liquid tem- 
perature. The temperature profiles are no longer linear. Convec- 
tion plays a role in the total heat transfer within the liquid layer. 

Although illustrative plots are not included, the effects of bulk 
liquid velocity, superheat, cylinder diameter and system pressure 
were also studied (for details, see Chou, 1992). Numerical re- 
sults show that the velocities of the vapor and liquid layers are 
increased with bulk liquid velocity. The vapor film thickness is 
reduced with increased bulk liquid velocity. For a given angle 4, 
the vapor layer thickness ~ increases with the superheat AT~a, and 
the cylinder diameter, D. The effect of superheat on the vapor 
layer thickness is nearly linear. For a given angle 4, increasing 
the system pressure P has only a small effect on the thickness of 
the vapor layer in the calculated pressure range. 

Part Two: Wake Solution and Heat Transfer Resul ts  

As previously described, the wake is defined as the region 
downstream of the separation points in vapor flow. The two- 
dimensional vapor wake cross section is schematically shown in 
Fig. 4. The curvilinear orthogonal coordinates (X, Y) and the 
separation point, X,v, are also shown in the figure. 

The vapor is assumed to form a continuous, smooth and steady 
film layer (vapor bubble) in the wake. Since vapor flow separates 
at the angle ~.,, the arc length X, v of the separated region on the 
wall, measured from the origin, should be (Tr - ~r)R.  The vapor 
layer thickness of the wake region must match the solution of 
the front part of the heater at the separation point X~p. Tile cyl- 
inder surface temperature and the vapor-liquid interface tem- 
perature are assumed uniform, and are Tw and T ,  respectively. 

Y 

9. 

l iqu id  / vapor  

c y ~ n d e r  / 

Qw 

Fig.  4 T w o - d i m e n s i o n a l  w a k e  m o d e l  
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Based on the two-dimensional model, both an energy balance 
and a mass balance are applied as follows. 

Energy Balance. Considering the right-hand half of a sym- 
metric vapor bubble as shown in Fig. 4, for steady state, the heat 
inflow from the front part at the separation point, Q~, and the 
heat conducted in from the hot cylinder wall, Q~, should balance 
the net heat outflow across the vapor-liquid interface, Q~; i.e., 

where 

Q.,~ + Q~ = Q~ (30) 

o.,.= ff ( . \ -~,1,...,, dY + ff~" (pu i )wdy  

~ ] 6'2dX f : "  (p,V,,i,)41 6'2dX 

X,~, = (Tr - ~,~)R. 6' = d6 / dX .  

e. = ( - 6 '  ex + ev ) / ( l  + 6"2) 1/2 

The term x/1 + 6'2dX, in the equation for Q6, is the infinitesimal 
unit of the arc length along the vapor-liquid interface. 

Mass Balance. The control volume is the same as that in the 
energy balance analysis given above. For a steady-state vapor 
bubble, the mass inflow from the front part at the separation 
point, m,~, and the mass inflow across the lower part of the bubble 
interface, m~,, should balance the mass outflow across the upper 
part of the bubble interface, mo.,; i.e., 

m. v, + r a i n  = mout 

where 

m.,p = f]'P (pu).mdY 

m o u t  - r a i n  = 

l ~p p.,Vn~/1 + 6'2dX (net mass flux across the interface) 

Therefore, we have 

fo £ x,., p,V,,~l + 6'2dX = %, (pu).~pdY (31) 

Combining energy and mass balance Eqs. (30) and (31) gives 

fo°" f:"(oui)..dY+ f?" 
f i "  ( OT~/I f£"' " = x. - k * o n /  + 6 ' 2 d X + i s  (pu),pdY 

Regrouping this equation gives 

w \ ~ ) w d X -  k s g q l  + 6'2dX = Q;p (32) 

where 

Q.,~ = k - ~  + pu( i - i~) dY 
.J ap 
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Q~'p is evaluated at the separation section (X = X~) and thus can 
be obtained using the numerical results on the front of the cyl- 
inder at the separation point. 

Note that Eq. (32) can be derived in another way; i.e., by 
applying an energy balance in which the saturation enthalpy is 
used as the reference point of convective heat flux. The purpose 
of using Eqs. (30) and (31) is to demonstrate how energy and 
mass are balanced simultaneously. 

By applying the nondimensional temperature 0 = ( T - T~)/ 
(Tw - T,.). and by using variable transformations r = X/X.p and 
w = Y/6 that result in a regular flat interface. Eq. (32) can be 
transformed into 

- ~ - - I  ~dr  = Q,~ ( 3 3 )  
+ "LX~.dr Yr 6drff~ &'L,-,J 

To solve Eq. (33), the following additional assumptions are 
made: 

• 0 = l - w  

(linear temperature distribution across the vapor film) (34) 

• 6( r )  = A[1 + cos (rcr)] + 6 w, whereA = [6(0) - 6~,]/2 

(cosine function for the interface shape) (35) 

Previously, numerical results for the forward part of the cylinder 
showed that the vapor temperature distribution is virtually linear. 
The fact that the vapor has very small heat capacity also suggests 
that heat conduction dominates wake heat transfer and the tem- 
perature profile across the vapor film should approach a linear 
distribution. As far as the reason why we choose the cosine in- 
terface shape, the cosine function (35) gives a closed curve, 
which satisfies the following boundary conditions: 6 = 6~p at X 
= X.,p; 6' = 0 atX = 0; and 6 = 6ma x atX = 0. By applying the 
assumed temperature and interface profiles, and by integrating 
Eq. (33), we get 

7r2k, A T~,t 
- -  [A + 6,..,, - x/6v,(2A + 6,p) ] 

( k.~ - k ~ ) Z x 7 % X . p  
- = Q~r. ( 3 6 )  

,/6,.(2A + 6,.) 

Equation (36) yields a unique solution for the variable "A,"  
which determines a cosine interface shape given in Eq. (35). 

Numerical Results, The vapor film thicknesses over the en- 
tire cylinder surface at different liquid subcooling are shown in 
Fig. 5. It can be seen from the figure that the increase of sub- 
cooling largely reduces the vapor thickness. At the separation 
point, the vapor layer thickness of the wake part matches the 
solution of the front part. 

It is observed from the numerical results that if subcooling is 
increased up to a certain level (AT~,b > 110°C for a typical case 
like Fig. 6 in which T, = 135°C), the vapor film thickness in Part 
One becomes virtually uniform. If subcooling further increases 
to a higher level, the vapor film thickness in the wake part (Part 
Two) also becomes uniform; therefore, at this high-subcooling 
condition, the vapor film acquires an almost constant thickness 
over the entire cylinder surface. Obviously, such a high level of 
subcooling is difficult to achieve in experimental studies and is 
also beyond actual applications in industries. 

The local heat transfer coefficient (h) over the front part of 
cylinder can be calculated, for any given angle ~, by using the 
following equation: 

h = -(kOT]Oy)y=o[~XTsat = Npwkwy 0 ' (0)  (37) 
Rp.,. 

Transactions of the ASME 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



× 

> 

100 [ I I I I I { . .  _..~ 

A Tsu b Separation . . -  ~ "  
. . . . .  2"C 90.2 ° / 
- -  30"C 93.3" 

1O . . . . .  46"C 100.3 ° / "  
+ separation point / ' " /  ~ ' ~  ~ - - "  

o.1 I I I I I I I 
0 ° 4 Y  90 ° 1350 180" 

Anglo 

Fig. 5 Angu{ar dependence of vapor fi{m thickness around a cy{inder: R 
= 1 0  m m ,  V~ = 1 m / s ,  ew = 0 . 1 2 ,  P = 0 . 3 1 3  M P a ,  A T . , ,  = 4 0 0 ° 0 ,  w a t e r ,  P r  

= 0 . 9 4 ,  ReL  = 8 2 0 0 0 ,  J a L  = 0 . 0 1  ~ 0 . 0 8  

8000 

° 
. .  ATsub 

. . . . .  20oc  
60oo ~ - -  4o~c 

. . . . .  60"C 
\ + sepamtioll 

4000 . _ . _ . . . ~ +"\ 

2o00 ' ' " ' \ ,  ~ \ , , .  

~°., ~ . . .  ~ " . , ~ "  . ~ . . . .  
0 I I i , i i i i i i i i " T"  - r -  - r - -  . t ~  . i -  

00 30 ° 60 ° 90  ° 120 ° 150" 180 ° 

Anglo 

F i g .  6 L o c a l  h e a t  t r a n s f e r  c o e f f i c i e n t  a r o u n d  a cy l inder :  P = 0 . 3 1 3  M P a ,  
V~ = 2 . 9 5  m / s ,  R = 3 . 2  r a m ,  ~w = 0 . 1 2 ,  A T , ,  = 5 1 5 ° C ,  w a t e r ,  R e t  = 7 7 , 4 0 0 ,  
P r  = 0 . 8 5 ,  J a r  = 0 . 0 3  ~ 0 .1  

The local heat transfer coefficient (h) in the wake can be calcu- 
lated using the same procedure as used for the front part. This 
culminates in the equation, h = kwl6. 

The numerical results of the local heat transfer coefficients on 
the front and in  the wake of the cylinder are shown in Fig. 6 for 
a typical set of operating parameters. The plot shows the local 
heat transfer over the entire cylindrical surface from the bottom 
(angle 0 deg) to the top (angle 180 deg). Again, water has been 
chosen because of the availability of property data. The liquid 
subcooling is 20°C, 40°C, and 60°C, respectively. The separation 
points for different subcoolings are also shown in the figure. The 
solutions for the front and the wake must be matched at the sep- 
aration points. 

As shown in Fig. 6, the local heat transfer decreases with in- 
creased angle in response to increased vapor film thickness. The 
highest local heat transfer coefficient occurs at the bottom of a 
cylinder (angle 0 deg), while the lowest one occurs at the top 
(angle 180 deg). The effects of subcooling on heat transfer are 
observed to be significant. It can be seen from the figure that h 
is more than twice as large at AT~,b = 60°C than at lower sub- 
cooling ATsub = 20°C. 

The average heat transfer coefficient, h, is determined by in- 
tegrating the local heat transfer coefficient (h) over the entire 
cylinder surface. The integration domain includes two parts, 
which are the front of the cylinder and the wake. In other words, 
the average heat transfer coefficient of a cylinder can be calcu- 
lated by using the following equation: 

afront  is defined as the heat transfer in the front part up to the 
separation point, while Qwake is that heat transfer from the cyl- 
inder surface in the wake. A review of the literature indicates that 
the wake heat transfer was neglected in previous theoretical anal- 
yses as described earlier in this paper. The present model con- 
tributes, for the first time, a solution for heat transfer over an 
entire cylinder surface including the wake region. 

The numerical solutions for wake heat transfer compared to 
the front heat transfer are shown in Fig. 8. The relative magnitude 
( Q w a k e / Q f r o n t )  of wake and front heat transfer is increased with 
increased subcooling. The magnitude is up to about 20 percent 
at high subcooling and, therefore, it should not be neglected, 
especially at high subcooling. This result helps explain why pre- 
vious flow-film-boiling models underestimated experimental data 
by a significant amount. 

Conclusions 
Based on the results obtained from this study, the following 

conclusions are made: 
1 A local-similarity solution successfully predicts flow-film- 

boiling behavior on the front part of a cylinder. The local-simi- 
larity transformation can be used not only for this study but also 
for similar problems. The validity of the local-similarity solution 

6 0 0  
- Q (38) 

27rR(Tw- Ts) ' 
500 

where Q is the total heat transfer over the entire cylinder surface 
given by 400 

/o Q= h(~)AT~,,Rd~ (39) Nu 300 

The overall Nusselt number (Nu) ,  also called the average Nus- 200 
selt number, for a cylinder can then be calculated using the fol- 
lowing equation: 100 

hD 
Nu = -~--, (40) 

where k is evaluated at the vapor film temperature, that is, (Tw + 

T,.)/2. The numerical solutions for the average Nusselt number 
at one set of system variables is shown in Fig. 7. It is clear that 
the Nusselt number is a strong function of liquid subcooling. 

' ' ' l ' ' ' ' l ' ' ' ' l ' ' ' ' l ' ' ' ' l ' ' ' '  

0 , ,  , ,  I , ,  , ,  I ,  , ,  , I , , , ,  L , .  . , I  . . . .  

10 20 30 40 50 60 70 

ATsu b (°C) 

Fig. 7 The effect of liquid subcooling on average Nusselt number: P = 
0.313 MPa, V~ = 2.95 m/s, R = 3.2 mm, ~w = 0.12, ~Tsa t = 515°C,  water, 
Ret = 77,400, Pr = 0.85, JaL = 0.03 -- 0.1 
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improves for forced-convection cases when the influence of 
buoyancy declines. 

2 Over the front part of a cylinder, the vapor film is thin 
compared with the cylinder diameter, while in the wake part be- 
hind a cylinder, the vapor film is relatively thick compared with 
that over the front part of a cylinder. The vapor film is thinner 
than the adjacent liquid boundary layer over the front part of a 
cylinder. 

3 The vapor-flow separation angle is increased with in- 
creased liquid subcooling. The increase of subcooling has a sig- 
nificant effect on thinning both the vapor and liquid layers. A 
thinner vapor film is found at higher liquid velocity, lower wall 
superheat, smaller cylinder diameter, or lower system pressure. 

4 If subcooling is increased up to a certain high level, the 
vapor film thickness approaches uniformity over the front part of 
a cylinder. This uniformity is extended to the wake part as well 
if subcooling further increases. 

5 There exists some degree of vapor drag on the liquid layer 
over the lower part of a cylinder. The drag is decreased down- 
stream, and becomes negligible near the separation points. 

6 The temperature profiles are virtually linear in the vapor 
film over the front part of a cylinder, but not in the liquid layer. 
Heat convection and radiation are minor contributors to total heat 
transfer. 

7 Heat transfer in the wake region, one of the major findings 
in this study, can amount up to 20 percent of the front heat trans- 
fer at high subcooling. 
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Subcooled Flow Film Boiling 
Across a Horizontal Cylinder: 
Part II--Comparison to 
Experimental Data 
In this paper, the results of a rigorous heat transfer analysis of subcooled flow film 
boiling over a heated cylinder are compared to experimental data. The analysis includes 
both the influence of the front part of the heater and the wake region behind the heater. 
Experiments using Freon-113 were conducted at subcooling levels up to 58°C and at 
velocities up to 3.81 m/s. The configuration was upflowing Freon-113 in crossflow over 
a 0.635-cm electric heater. A comparison of these data as well as other available 
experimental data to the analysis of Chou and Witte showed good agreement as long 
as the subcooling level of the liquid was substantial--that is, for liquid Jakob numbers 
above about 0.04. This represents a considerable improvement over other models that 
have been developed to predict subcooled flow boiling heat transfer. A method using 
a temperature correction to a constant-property heat transfer solution that corre- 
sponds to the full variable-property solution is also presented, and applied to water 
and Freon- 113. 

Introduction 
In a companion paper, Chou and Witte (1995),  subcooled flow 

film boiling across a horizontal cylinder has been completely 
analyzed, including for the first time a heat transfer analysis of 
the wake region behind the cylinder. In this paper the results of 
this complete analysis are compared to experimental data for 
highly subcooled Freon-113 obtained in our laboratory as well 
as other available experimental data. 

The analysis of  Chou and Witte included the effects of variable 
thermophysical vapor properties upon the kinematics of the flow 
around the cylinder as well as on the heat transfer from the heated 
surface. Such an analysis requires a very complex analytical pro- 
cedure that is costly and not well suited for general analysis. 
Consequently a method of  correcting the variable-property so- 
lution so that a much simpler constant-property solution can be 
used to represent the average heat transfer from a horizontal 
heater will be presented. 

Experimental Apparatus 
Experimental boiling data were obtained using a flow loop 

designed and fabricated to produce steady, low-temperature 
flows over an electric heater. Complete details of the apparatus 
are given by Sankaran (1990) and Sankaran and Witte (1990). 
Figure 1 shows a layout of the flow loop. Liquid velocity was 
controlled by a variable speed 450 gpm pump. The flow passed 
through various flow-straightening sections before passing 
through a transparent Plexiglas test section across which the 
heater was suspended. The test section was 8 × 8 cm; the 0.635- 
cm-dia heater suspended across it represented less than 8 percent 
blockage. Equally important, the loop has a preconditioning sec- 
tion upstream of the test section that removes the boundary layers 
from the walls of the loop. Thus the flow represented a close 
approximation to an infinite flow field as it entered the test sec- 
tion. 

L Currently Postdoctoral Fellow, Princeton University. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
1993; revision received April 1994. Keywords: Boiling, Forced Convection, Wakes. 
Associate Technical Editor: R. Viskanta. 

A water-cooled Filtrine POC-500 W of 16 kW cooling capac- 
ity was used to maintain the flowing coolant at the desired tem- 
perature. F reon- l l3  temperatures down to 0°C were possible 
with the use of this chiller. The system was designed such that 
the temperature of  the working fluid would rise less than 1.0°C/ 
min at the maximum heating rates. 

Flow rates used to calculate flow velocities in the test section 
were measured with an annubar element. A pitot tube traverse 
across the test section was used to verify that the calibration curve 
of  the annubar was accurate. Thermocouples and pressure taps 
were installed at various points in the loop to yield the operating 
conditions of the working fluid. 

The electric heater and its connections are depicted in Fig. 2; 
the heater was 0.635 cm in diameter and consisted of a thin- 
walled Hastelloy-C outer heating shell (0.04 mm thickness) fitted 
over a machined lava insert. The lava insert provided for struc- 
tural rigidity as well as additional thermal mass. It also served as 
the vehicle for situating five 36-gage chromel-alumel thermo- 
couples at various strategic locations just under the heating sur- 
face. Three of the thermocouples were located at 90-deg intervals 
around the periphery of the heater at the midpoint of the test 
section. Two other thermocouples were located near the point 
where the heater intersected the wall to help monitor the unifor- 
mity of  the heater temperature. After grooves were machined into 
the lava insert, and the thermocouples positioned properly in it, 
then the insert was heated at 1100°C for 24 hours so that the lava 
expanded to create very good contact between all elements of the 
heater system. 

Two thermocouples mounted on the bus bars outside the test 
section wall were used to estimate the eqd losses of the heaters 
during operation. The heat losses through the ends of the heater 
were less than 2 percent of the total heat dissipated even for the 
highest heat fluxes encountered. 

Power was supplied to the heater by a DC motor-generator set 
capable of providing up to 1500 amps of electric current at low 
voltages. The energy being dissipated in the heater was found by 
simultaneous measurements of  voltage and current provided to 
the heater. 

Experimental Conditions 
Table 1 shows the range of conditions over which experiments 

were performed. It was found that the velocity was limited to 
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about 3.8 m/s with this apparatus. Only the data that lay in the 
fully developed film boiling regime were used for purposes of  
comparison to the analytical results described herein. This was 
done to insure that effects such as l iquid-sol id contact that occur 
near the minimum film boiling point did not substantially influ- 
ence the data. 

An error analysis based on the techniques described by Moffat 
(1988) showed that heat flux could be determined to within ±3 
percent, while the temperature uncertainty is estimated at ± 1.5°C 
in T~, and < 2  percent in Tw, which translates to ±6°C at 300°C. 
Velocity in the test section could be determined to within _+3 
percent. 

Comparison of Different Models With Experimental 
Data 

Five sets of  experimental data, one correlation, and three an- 
alytical models are used for comparison. Deviations and limita- 
tions of the models are discussed. 

Experimental Data. In the literature, limited experimental 
data for film boiling across a cylinder are available especially for 
subcooled and flowing liquids. Table 2 lists five sets of  sub- 
cooled-flow-film-boiling experimental data reported since 1957 
to compare with the analytical models. 

It should be noted that the data of Sankaran (1990) listed in 
Table 2 are consistent with the data in Table 1. Data obtained at 
a velocity of 2.95 m/s were used in Table 2 for Sankaran's data. 
Additionally, for comparison purposes, the water data of  Liu et 
al. (1992, Fig. 4, p. 23) were selected for a fixed velocity and 
superheat to compare with the analytical models at the same con- 
dition. They obtained many more data but they are at either lower 
velocity or lower subcooling than those selected for comparison 
here. 

Data obtained with electric heaters were evaluated at an av- 
erage wall temperature for comparison with the analysis. In the 

case of  Chang and Sankaran's data, the average wall temperature 
is the mean of measurements made at the forward stagnation 
point, the equator, and the back stagnation point on the cylinder. 
Sankaran (1990) reported in some cases that the temperature 
difference between the back and front of  cylinder could reach as 
high as 120°C, at wall temperatures in the range of 400-500°C. 

Analytical Models and Correlation. In addition to the ex- 
perimental data, a correlation and three analytical models, which 
include the present model and two previous models, are listed as 
follows for comparison: 

1 Liu et al. correlation (1992) 
2 Bromley et al. model (1953) 
3 Witte and Orozco model (1984) 
4 Chou and Witte model (1995) 

The correlation of Liu et al. (1992) was based on their exper- 
imental data and correlated those data very well. The range of 
liquid Jakob number, JaL, for the correlation is shown in Table 
2 for the operating case. The correlation range of  water subcool- 
ing is from zero (saturated case) to 40°C, which is their maxi- 
mum water subcooling. Their data, in general, fell below the JaL 
range for which the Chou/Wit te  analysis applies; thus, only a 
few of their data were used for comparison. 

To compare the three models with the experimental data, the 
same ranges of operating parameters were used. The fluid used 
for the calculations were the same as experimental fluids. Vari- 
able physical properties were used in the computations using the 
Chou/Witte  model. Calculations for water showed that the dif- 
ference between variable properties and constant properties in 
heat transfer is about 10 to 20 percent; therefore, variable-prop- 
erty calculations are needed for more accurate heat transfer re- 
suits. The results of a study of  the relationship between variable- 
property and constant-property calculations will be presented 
later. 

N o m e n c l a t u r e  

Cp -~ 

D =  
~ =  

hfg -~ 

h~= 
Ja = 

JaL = 

specific heat, J/(kgK) k = 
diameter of cylinder heater, m Nu = 
latent heat of evaporation, J/kg 

average heat transfer coefficient Pr = 
of  a cylinder, W/(m2K) 
latent heat of  evaporation, J/kg ReL = 
hie(1 + 0.4crALa,/h:g) 2, J/kg 
Jakob number of  vapor = T = 
cpATsat/h}g T m =  
Jakob number of liquid = 
CpLAT.~ub/h}s V~ = 

thermal conductivity, W/(mK) 
Nusselt number of  vapor = 
hO/k 
Prandtl number of vapor = 
Upcplk 
Reynolds number of liquid = 
V~oD/vL 
temperature, K 
film mean temperature = 
0.5(Tw + T,), K 
free-stream velocity in bulk liq- 
uid, m/s 

ATtar = heater surface superheat = Tw 
- T,., K 

AT~ub = liquid subcooling = T,. - T®, 
K 

= kinematic viscosity, m2/s 
p = density, kg/m 3 

Subscripts 
L = liquid 
s = saturation at system pressure 

w = wall of cylinder surface 
= bulk liquid 
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Table  1 R a n g e  of  opera t ing  cond i t ions  

Run  NO. ~ ~ 

1 2 .95 60 .0  50 .0  

2 2.95 61 .0  51 .0  

3 2.95 59 .5  54.5 

4 3.53 65 .5  58 .6  

5 3 .8 l  68.1 57 .6  

6 3 .53 65.5 57 .0  

7 2 .95 60 .0  56 .5  

8 2 .95 60 .0  55 .6  

9 2.95 59 .5  49 .3  

10 2.95 61 .0  42 .0  

Data Comparison 
Figure 3 shows a comparison between available experimental 

data, the correlation, and the three models alluded to before. The 
data are plotted as average vapor Nusseit number versus liquid 
Jakob number, which represents the subcooling level of the liq- 
uid. Three different Reynolds numbers are used that represent as 
close a match as possible to experimental conditions. The model 
by Bromley et al. ( 1953 ) did not consider the liquid subcooling 
effect; therefore, it can be used only for the very small subcooling 
cases as shown in the figure. The Witte and Orozco model (1984) 
did not consider the heat transfer in the wake, while the Chou/ 
Witte model does. 

As shown in Fig. 3, Motte and Bromley's data (1957) scat- 
tered in their subcooling range. Both the Chou/Witte model and 
Witte/Orozco model predict lower heat transfer than the data, 
with the Chou/Witte model predicting slightly higher than Witte/ 
Orozco. It should be pointed out that Motte and Bromley's data 
overlap the JaL range where the Chou/Witte model begins to lose 
its applicability, as will be discussed later. Yilmaz and Westwa- 
ter's data (1980) as well as Chang's data (1987) covered rela- 
tively narrow ranges of the liquid Jakob number in the low sub- 
cooling ranges. In fact, the data of Chang and Yilmaz and West- 
water fall at JaL values less than the applicable range of the 
Chou/Witte model. Hence, comparative calculations were not 
performed for those data. 

Figure 3 shows that the Chou/Witte model is in better agree- 
ment with the subcooled-flow-film boiling experimental data 
than the previous models. The merit of the Chou/Witte model is 
much more obvious at high Jakob number than at low Jakob 
number. The model of Bromley et al. is significantly lower than 
the experimental data, especially with increasing Jakob number. 
The model by Witte and Orozco is better than Bromley's model; 
however, it diverges from the data when subcooling is increased. 
The Chou/Witte model, although it is still lower than the data, 
yields higher heat transfer results than the previous models. The 
difference between the Chou/Witte model and the Witte/Orozco 
model is greater at higher Jakob numbers, and the two models 
are closer at lower subcooling since the wake heat transfer is less 
important at lower Jakob numbers. In the Witte/Orozco model, 
the average deviation is about 38 percent from Sankaran's data; 
about 29 percent from Motte and Bromley's data; and about 33 
percent from the data of Liu et al. which is much better than 
Bromley's model. In the Chou/Witte model, the average devia- 
tion is about 18 percent from Sankaran's data, about 22 percent 
from Motte and Bromley's data; and about 23 percent from the 
data of Liu et al. In other words, the Chou/Witte model gives 
closer predictions to experimental data than previous models, es- 
pecially at high subcooling. 

Figure 3 also shows selected data from Liu et al., along with 
the correlation that was developed by Liu to fit their data. Their 
correlation indeed fits their data better in the low JaL range than 
does the Chou/Witte model. However, it is clear that at the higher 
JaL end of Liu's data, the Chou/Witte model results appear to 

Tab le  2 R a n g e  of  e x p e r i m e n t a l  d a t a  

_Y..¢,l,i Contributorfs) ~ ~ ~ [~ 

1957 Motte & Bromley Ethyl Alcohol (2.1-2.9)×105 0.015-..0.056 0.06 0.49-0.61 

1980 Yilmaz & W~ttwater Freon-113 42100 0.024.4).028 0.5--0.54 0.33-0.43 

1987 Chang Freon-I 1 22700...38600 0.009,0,019 0.54-0.91 0.38--0.48 

1990 $aakaran Freon-I !.3 50500 0.08.-0.2 0.37.-.0.55 0.47,0.6 

1992 Liu. Shiouu & $akurai Water 1230 0--0.07 0.95 0.34 

coincide well with the experimental data. Because Liu's corre- 
lation was based on data limited to relatively low JaL and ReL 
ranges, it was deemed inappropriate to extend it into the range 
where it could be compared to Sankaran's data. 

Applicable Ranges of the Present Model. The Chou/Witte 
model gives a better prediction for the experimental data at higher 
subcooling than at lower subcooling. The external potential flow 
assumption for the front part of cylinder is acceptable only for 
thin vapor films. Based on the Chou/Witte numerical results, the 
film thickness over the front part of cylinder is relatively thin 
compared to the cylinder radius for medium to high subcooling. 
Additionally, the Chou/Witte model is only applicable for flow 
boiling. In other words, a nonzero liquid velocity (V~) is required 
since this velocity term is in the denominator during the mathe- 
matical transformations for solving the governing equations. The 
Chou/Witte analysis does not address the issue of possible liq- 
uid-sol id contact, which was observed in recent experiments in 
the authors' lab, especially near the minimum film boiling point. 
Thus the analysis will apply for the flow film boiling regime 
sufficiently far away from the qmin point so that this issue is not 
important. 

In summary, the present model is in better agreement with the 
available experimental data than previous flow-film-boiling mod- 
els. The applicable ranges of the present model are medium to 
high subcooling (JaL > 0.04) and nonzero liquid velocity. The 
lowest liquid velocity used in the Chou/Witte calculations for 
water was about 0.1 m/s. 

A Temperature Correction for the Constant-Property 
Solution 

Constant-property calculations are much simpler than vari- 
able-property calculations because the temperature dependency 

Nu 
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I00 

10 
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of properties at each iteration step is not considered for constant- 
property solutions. Thus, a technique for "correcting" a con- 
stant-property solution to bring it into agreement with a variable- 
property solution was sought. The concept was that the influence 
of the various significant thermophysical properties (#, p, etc.) 
could be represented in an average sense as a dependence upon 
an appropriate thermal conductivity ratio. An obvious selection 
for this ratio is kw/k~, where k,, and k, are evaluated at the wall 
and the saturation temperatures, respectively. 

Figure 4 shows a comparison of the constant-property solution 
to the variable-property solution in relation to selected water data 
taken from Liu et al. The plot uses liquid Reynolds number, ReL, 
as the abscissa because of the way in which the data were ob- 
tained; the data were taken under constant subcooling conditions 
at various velocities. Verry good agreement between the Chou/ 
Witte variable-property solution and Liu's data exists. However, 
the constant-property solution is significantly lower than the vari- 
able-property one. Through trial-and-error it was found that Nu 
= N u ( T m ) ( k w / k , )  °'24 corrects the constant-property solution best 
so that it essentially agrees with the variable-property case. 

Figure 5 shows a similar comparison for Freon-113 with the 
exception that JaL is the abscissa. This reflects the fact that San- 
karan's data were obtained in terms of liquid subcooling at rel- 
atively constant ReL. Again, we can see that the constant-prop- 
erty case falls short of the data and the variable-property case. 
And, as before, it was found through trial-and-error that the term 
( kw /kD TM "corrects" the best. 

Although this technique for correcting the constant-property 
solution has been developed only for the two liquids over a lim- 
ited range of parameters stated in Fig. 4 and 5, it shows a way 
to "correct" for the variable-property effect on heat transfer in 
subcooling flow film boiling. 

Conclusions 

The effect of variable physical properties is important. The 
difference in heat transfer results between variable prop- 
erties and constant properties is about 10 to 20 percent for 
water. However, it is shown that heat transfer that accounts 
for the variable properties of water can be approximately 
obtained from constant-property solutions multiplied by a 

100 
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• Data of Liu, Shlotsu & Sakarai (1992) 
variable properties 
constant propetl:ies 

. . . . .  N u  = N a ( , r m X k w / k s ) 0 . 2 4  

I I I I I I I 

500 2000 3500 

R% 

Fig. 4 Comparison of variable-property and constant-property so lu -  
t i ons :  wa te r ,  Ja r  = 0.07, Ja  = 0.34, P r  = 0.95 

2000 I . . . .  I . . . .  I ' ' 

@ 

• " ' ' /  

Nu 1000 . . . ~  

/ ~}ata of Sa, nk.aa~,n (1990) 
/ - -  variable properties 

500 / . . . . .  eonstaat properties 
_ _  m= ~rmXk~,/k,) TM 
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Fig. 5 Comparison of variable-property and constant-property so lu -  
t i ons :  Freon-113, Ret = 50,500 

correction coefficient, (kw/ks) TM, and a similar represen- 
tation can be made for Freon-113. 
The Chou/Witte model yields higher heat transfer results 
and is in better agreement with available experimental data 
than previous flow-film-boiling models, reflecting the in- 
fluence of wake heat transfer and variable properties. 
The Chou/Witte model gives better predictions at higher 
subcooling than at lower subcooling. The applicable ranges 
of the present model are for medium to high subcooling 
(JaL > 0.04) and nonzero liquid velocity. 
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Stratified Flow Film Boiling 
Inside Horizontal Tubes 
Stratified flow film boiling inside a horizontal tube was investigated. A one-dimensional 
flow model was used to solve for the local vapor film thickness and vapor velocity in 
the vapor channel in the circumferential direction. Analytical solutions for the local 
vapor film thickness and heat transfer coefficient at the bottom of the tube were derived. 
The solutions were compared with expressions obtained for other external geometries. 
A simple experiment was also performed to provide local heat transfer data for direct 
comparison. It was found that the local heat transfer coefficient normalized with respect 
to ho can be represented by a single curve for different liquid inventory and initial wall 
temperatures. The curve was expressed in the form of a polynomial and it provides a 
simple way of calculating the local heat transfer coefficient in stratified flow film boiling 
in horizontal tubes. 

1.0 Introduction 
Film boiling is the mode of boiling in which the heating sur- 

face is covered by a thin vapor film. Since energy is transported 
to the fluid primarily by conduction through the vapor film, and 
the vapor has a low thermal conductivity, film boiling is char- 
acterized by low heat transfer coefficients and large temperature 
differences between the heating surface and the boiling liquid. 
These characteristics are not desirable in most heat transfer ap- 
plications. However, film boiling is often encountered in the han- 
dling of cryogenic fluids and less frequently during the operation 
of equipment where high-temperature sources exist. 

Considerable experimental and analytical work has been per- 
formed on stable film boiling on external geometries. This in- 
cludes vertical surfaces (Bromley, 1950; Chang, 1959; Hsu and 
Westwater, 1958), horizontal surfaces (Chang, 1959; Berenson, 
1961; Hamill and Baumeister, 1966), horizontal cylinders 
(Bromley, 1950; Breen and Westwater, 1962; Baumeister and 
Hamill, 1967), and spheres (Merte and Clark, 1961; Frederking 
et al., 1964; Toda and Mori, 1982). Film boiling on the inside 
of a horizontal tube, however, receives very little attention. The 
only known investigation was reported by Kruger and Rohsenow 
(1966). The local vapor film thickness in stratified flow film 
boiling inside a horizontal tube (Fig. 1 ) was obtained using a 
force balance similar to Bromley's analysis (1950) for horizontal 
cylinders. A simple expression for the vapor film thickness was 
derived (Kruger and Rohsenow, 1966): 

1°25(_e_  T M  

6 =  L p~(~-Z-- ~.~.~h}~ j \sin 0/ (1) 

The local vapor film thickness at different angular positions was 
found to be independent of the liquid level or the amount of liquid 
present in the tube. Since one would expect 6 to be different for 
given 0 when the tube is filled to different levels, Eq. ( l )  thus 
appears to be too simplistic and physically unrealistic. 

In the present paper, stratified flow film boiling in a horizontal 
tube is investigated more vigorously. A detailed flow model is 
used to solve for the local vapor film thickness and vapor velocity 
in the circumferential direction. This allows the calculation of the 
local heat transfer coefficient inside the tube. A simple experi- 
ment, which provides local heat transfer data at the inside bottom 
of a tube for direct comparison, is also described. 

Contributed by the Heat Transfer Division and presented at the Fluids Engineering 
Conference, Washington. DC, June 20-24, 1993. Manuscript received by the Heat 
Transfer Division March 1993; revision received November 1993. Keywords: Boil- 
ing, Multiphase Flows, Stratified Flows. Associate Technical Editor: L. Witte. 

2.0 Mathematical Model 

2.1 Formulation. The flow model used is shown in Fig. 1. 
It is a cross section taken from the film boiling region for strat- 
ified flow in a horizontal tube. The liquid bulk is separated from 
the tube wall by a thin vapor film. This film thickness, 6(0), 
varies under the influence of the hydrostatic pressure head, vapor 
thrust, surface tension, and vapor flow. Vapor is produced at the 
interface by boiling and it flows one dimensionally in the circum- 
ferential direction as shown. Vapor flow in the axial direction is 
neglected. 

Considering the vapor film or channel, the kinematic equations 
for the vapor phase can be written as follows: 

Mass Conservation 

05 0 kgAT., 1 (2) 

where constant vapor density is assumed and heat transport is 
assumed to be by molecular conduction across the vapor film 
only, i.e., h = kg/6. 

Momentum Conservation 

~t (6u") + ~x (6u~) 

- 1 f f x ( 6 P ) - p ~ ( r ~ + T i ) + - - - -  
Pg 

k~ATw ul 
pgh}g 6 

(3) 

where P is the local pressure, ~-g and ~-~ are shear stresses on the 
wall and vapor-liquid interface, respectively, and u~ is the inter- 
facial velocity. The last term on the right-hand side is the mo- 
mentum transfer term due to phase change. P can be shown to 
be given by 

t (k~ATw ~z 
P -  P"= Prg(hL- y ) - - - \ ~  I 

Pg 

- o  l + \ o x /  j Ox--- 7 (4) 

P, is the tube pressure above the liquid layer, which is considered 
constant. The terms in the right-hand side of Eq. (4) are contri- 
butions from hydrostatic head (PHH), vapor thrust (Pvr), and 
surface tension (Psr), respectively. Pun is maximum at y = 0 
and reduces to zero at the liquid surface (i.e., y = hL). Pvr results 
from mass transfer due to evaporation (Wailis, 1969). Psr is 
usually small except near 0 = 0 and can be ignored in general. 
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Fig. 1 

0 

Film boiling model 

7 
hL 

For quasi-steady-state solutions, Eqs. (2)  and (3 )  can be sim- 
plified to: 

and 

Oug 06 
6U. Tx + a o-7 

where 

Oug 06 kgATw 1 
~ 5 ~ +  U g o x -  pgh)g 6 (5 )  

=P: g 6 s i n o _ l ( r g + r i )  kgATwug-u i  (6 )  
pg pg pgh'/g 6 

a = pfpg g(hL - R + R cos O) + \ pgh'fg 

Equation (6)  was obtained using Eq. (5 )  and y = R( 1 - cos 0).  
It can be further simplified if  we assume 

Tg = T i = ½pg~g2 

and 
Ui = ~lgg 

w h e r e f  is an average friction factor. 

Equation (6 )  becomes 

Oug 06 P/g6 sin 0 - fu~ kgATw u~ (7)  
6u~ "~" + a ~x = pg 2pgh)g 6 

The set of equations to be solved is thus given by Eqs. (5 )  
and (7 ) .  

2.2 Solution Procedure .  Since Eqs. (5 )  and (7)  are non- 
linear, numerical  solutions are sought. There are a number  of  
ways to finite-diffference the set of equations. A simple explicit 
solution scheme is described here. Equations (5)  and (7 )  are 
discretized as follows: 

(Ug)j+, = RAoI  l ( kgATWpgh,g6 

and 

(~)S+ '= {~ [~g~ sin 0 - ~  2 

- -  - + ( u e ) j  Ug ~X j 

kdX Tw u. 
2pgh)g 6 

\ g Ix 

(8) 

(9 )  

It should be noted that 

6j+, = RAO( 06~ + 6j (10)  
\ Ox /,+, 

where j = 0 and J correspond to x = 0 and Ra  respectively and 
A x = RAO (Fig. 1). 

To calculate u, and 6 as a function o f x  using Eqs. (8)  - (10) ,  
boundary conditions at x = 0 (or  0 = 0)  have to be specified. 
By symmetry considerations, we have 

( u ~ ) 0 = 0  and ( 0 6  / = 0  (11)  
\ t.,~, / 

0 

An additional boundary condition, 6o, is estimated by solving 
Eqs. (5)  and (7)  near x = 0, i.e., x = RO ~ O. Making use of  the 
boundary conditions as given in Eq. (11 ), Eqs. (5 )  and (7 )  can 
be written respectively as 

6, 2 _ RAOkeATw 1 
(12)  

Puh}u uu 

, .  [, + + ] u : , _  
- [pfgR(AO)Zlp.] = 0 (13)  

where 6' and u~ are defined at x = RO ~ O. 
u~ is obtained by solving the quadratic equation (Eq. ( 1 3 ) ) ,  

u~ = { - B A O  + [ ( B A 0 )  2 + 4(1  + AAO)C(AO)Z]°5}/ 

2 ( I + A A 0 )  (14)  

where 

N o m e n c l a t u r e  

Cp = specific heat at constant pressure 
D = diameter of tube 
f = friction coefficient 
g = gravitational acceleration 
h = heat transfer coefficient 

hL = liquid level 
h:e = latent heat of  evaporation 
h}g = hyg + 0.5CpgAT w : latent heat 

plus vapor sensible heat content 
k = conductivity 
P = pressure 
R = radius of tube 

T = temperature 
u = velocity 
x = RO = position along vapor chan- 

nel 
a = angle defining the liquid level 
fl = coefficient in Eq. (1) 

A T  = temperature difference 
ATw = Tw - Tsat = wall superheat 

6 = vapor film thickness 
0 = angle from bottom of  tube 
# = viscosity 
p = density 

a = surface tension 
r = shear stress 

S u b s c r i p t s  

a = ambient  
f = liquid phase 
g = vapor phase 
i = interface 
j = index of discretization 
0 = bottom of  tube 

sat = saturation 
w = wall 
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A = ( f R ) / 6 '  

B = ( k ~ T w n ) / ( 2 p , h ) . 6  '2) 

C = (p fgR ) /p .  

It should be noted that only the positive root is chosen in Eq. 
(14) since u~, is positive by definition. Substituting u~, into Eq. 
(12),  we have 

6 '2 = [4B(1 + A ~ 0 ) ] 6 ' 2 /  

{ - B +  [B 2 + 4 ( I + A ~ x 0 ) C ]  °'5} (15) 

For ~x0 ~ 0, 6' becomes 60, and Eq. (15) can be reduced to 

1 = 4B/{  - B  + [B 2 + 4C] °5 } (16) 

Rearranging terms in Eq. (16),  the vapor film thickness at the 
bottom of the tube is obtained: 

60 = 1.107{R[k~ATw/h'y~]2/[gpzp~]} °25 (17) 

It is interesting to note that 6o depends only on the tube geometry 
(R) and wall superheat (ATw).  It is independent of the liquid 
level (hD. 

Having defined the boundary conditions (Eqs. ( 11 ) and (17)) ,  
Eqs. (8) and (10) can be solved explicitly for u~ and 6 along the 
vapor channel. This will be discussed below. 

Assuming that heat is transported across the vapor film pri- 
marily by conduction in film boiling, and that a linear tempera- 
ture profile exists in the vapor film, the heat transfer coefficient 
across the film is given by 

h = --kg ( 1 8 )  
6 

At the bottom of the tube, i.e., 0 = 0, we have 

[ k~pfp~g(h)g)2 ] °25 
h° = oo = 0"9 ~ _1 (19) 

It should be noted that the thermodynamic properties of vapor 
that appear in the above equations are evaluated at an average 
film temperature given by 

T~ = ½(T~ + Z,,,) (20) 

2,3 Results and Discussions. Equations (8) and (10) were 
solved explicitly by marching the solutions along the vapor chan- 
nel from x = 0 to R * a  using boundary conditions as defined by 
Eqs. (11 ) and (17).  Different water levels and initial wall tem- 
peratures were used. Typical results are shown in Fig. 2 for Tw 
= 500°C and hr/R = 1.0 (i.e., a = 7r/2). 

Plotted in Fig. 2 are the vapor velocity and vapor film thickness 
along the vapor channel in the circumferential direction inside a 

horizontal tube. 60 was obtained using Eq. (17).  It can be seen 
that the thickness of the vapor film remains essentially constant 
over a relatively long distance from the bottom of the tube. The 
vapor velocity; on the other hand, increases linearly from zero 
value at the bottom due to evaporation. The vapor film begins to 
increase in thickness about midway in the vapor channel, first 
slowly and then rapidly toward the end of the channel. The vapor 
velocity changes in response to the change in the flow channel 
area as the film thickness increases. As 6 increases, uu passes 
through a maximum and then decreases rapidly toward the end 
of the channel. 

Results for different liquid levels are shown in Fig. 3 for an 
initial wall temperature of 500°C. It can be seen that 6 behaves 
the same in all cases. 

Knowing the film thickness along the vapor channel, the local 
heat transfer coefficient can be readily calculated using Eq. (18).  
This is shown in Figs. 4 and 5 for different hL and %.  Shown in 
Figs. 4 and 5 are the normalized local heat transfer coefficient 
versus the normalized position along the vapor channel. Five 
liquid levels and four initial wall temperatures were used. It is 
interesting to note that the normalized results tend to collapse 
into one curve in each figure, and the curves in the two figures 
are close to being identical. It is, therefore, possible to use just 
one single curve to represent the normalized heat transfer coef- 
ficient along the vapor channel for different water levels and 
initial wall temperatures. This unified curve can be expressed in 
the form of a polynomial, 

h/ho = 1 + aj (O/a)  + a2(Ola) 2 + a3(O/og) 3 

4- a4(O/o~) 4 -I- as(O/a) 5 (21) 

where 

al = -0 .133 

10"2 
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Fig. 4 Normalized local heat transfer coefficient for different water 
levels 

a2 = -0 .253  

a3 = 2.981 

a4 = - 10.898 

a5 = 7.439 

Equation (21) provides an easy way of predicting the local heat 
transfer coefficient in stratified flow film boiling in horizontal 
tubes. The amount of  liquid present (hL) is defined by a and 
values of  60 and consequently h0 are determined by the initial 
wall temperature (Eqs. (17) and (19)) .  To obtain the average 
film boiling heat transfer coefficient, Eq. (21) can be integrated 
between x = 0 and Ra. 

From the discussion above, it is obvious that our ability to 
predict the local heat transfer coefficient depends very much on 
h0. As he is derived analytically using a simplified flow model, 
it is important that he be verified experimentally. 

3.0 Verification of  h0 

To verify h0, a simple experiment was performed. The exper- 
imental setup used is shown schematically in Fig. 6. It consists 
of  a piece of stainless steel tube with an inner diameter of  26 mm 
and a wall thickness of 2.54 mm. Part of the tube was cut open 
at the top for a length of 50.8 mm. Two ceramic disks were 
cemented to the ends of the open section, forming a cavity as 
shown. A hopper made from a thin stainless steel sheet was 
welded to the opening, as shown in Fig. 6. This is to prevent 
possible contact of water droplets with the test section outer sur- 
face due to sputtering resulting from surface quenching. 

To measure ho, temperature drop across the tube walt at the 
bottom was measured using type K stainless steel sheathed ther- 
mocouples as shown in Fig. 6. Thermocouples were attached 
from the outer surface so as not to disturb the boiling inner sur- 
face. Only two embedded thermocouples were used at distances 
of  0.0508 mm and 1.27 mm, respectively, from the inner surface. 
A novel thermocouple instrumenting technique was used: The 
thermocouple was prepared by exposing and sealing the wires 
with a silver cap approximately 0.125 mm thick to form a silver 
end cap assembly. The assembly was then press fitted into a 

mounting hole drilled into the wall from the outside to the pre- 
defined depth. Care was taken to ensure good thermal contact 
between the silver cap and the bottom of the hole. Details of the 
technique and an estimation of the measurement errors were 
given by Elphick et al. (1986). In general, the thermal distur- 
bance due to the presence of  the thermocouple assembly was 
found to be about 0.3 (Elphick et al., 1986). This corresponded 
to wall temperature measurement errors of less than I°C in the 
present situation. The temperature at the tube outer surface was 
measured by spot-welding an exposed junction thermocouple to 
the wall. A grounded junction thermocouple located about 3 mm 
from the bottom inside the cavity was used to obtain the water 
temperature. All the thermocouples used were fine gage (0.508- 
mm-dia) thermocouples for fast response. 

The experiment was performed by first heating the test section 
by Joule heating using an AC transformer (5 volts, 1600 amp). 
A power variac was used to control the power input. After the 
test section achieved the desired initial temperature, the power 
was turned off  and a known quantity of distilled water was 
poured into the cavity rapidly through a funnel at one end of the 
cavity. The transient response of the thermocouples was recorded 
using a chart recorder. A total of 18 tests were done for different 
initial tube wall temperatures and water volumes. The parameters 
were varied as follows: 

T~ = 300-550°C 

hL/D = 0.1-0 .7  

The transient temperature measurements across the tube wall for 
a typical test run (Tw = 500°C) are shown in Fig. 7. It can be 
seen that when water was first introduced into the cavity at time 
A, surface quenching could occur due to the unstable water/va- 
por interface. A rapid drop in wall temperature was thus regis- 
tered by T=. However, because of the high surface temperature 
and high heat capacity in the wall, film boiling was restored at 
point B. Stable film boiling existed between time C and D. Sur- 
face quenching occurred at a later stage when the quenching cri- 
terion (Chan and Banerjee, 1981 ) was satisfied. 

In the stable film boiling region, C-D, the heat transfer co- 
efficient at the bottom of the tube can be readily deduced using 
the equation, 

O 

i 
0.5 

hL/, = ,.o \ 

E o 
z , see \ 

. 400 \ 
n 300 ~ k ~  

0 I I I I I I I I I 

0 0.5 1.0 
Normalized Distance Along Vapor Channel 9/c~ 

Fig. 5 Normalized local heat transfer coefficient for different initial wall 
temperatures 
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Fig. 6 Schematic diagram of experimental setup 

-I 

where 

kwtgT/ Or 
he - - -  (22) 

OT~ 

aT  = T2 - Ti 

Or= A t 2 -  Art 

•Tw ~ Ti - Tf 

Equation (22) was used to calculate h0 for all the test runs. The 
results were compared with the analytical solution obtained (Eq. 
(19)) .  This is shown in Fig. 8. The uncertainty in ho deduced is 
given in the appendix. 

Also shown in Fig. 8 are analytical solutions for a horizontal 
plate (hHe) (Berenson, 1961) and a horizontal cylinder (hnc) 
(Bromley, 1950). It can be seen that ho for film boiling inside a 
horizontal tube (hHr) is significantly higher than the correspond- 
ing values for horizontal plates and cylinders, hnT is also a 
stronger function of ATw than hne and hnc. The difference in h0 
values among the different geometries, however, tends to de- 
crease as ATw increases. It can also be seen that the experimental 
results compare favorably with the present solution (hnr). The 
wide data scatter can be attributed to the fact that the data were 
obtained under transient conditions. Stable film boiling only ex- 
isted for a short duration in many cases, especially at low initial 
wall temperatures. 

The film boiling heat transfer coefficient at the bottom of a 
horizontal tube, as derived by Kruger and Rohsenow (1966),  
was also obtained. A coefficient/~ = 1.33 (Eq. ( 1 )) was used. It 

6OO 

5OO 

400 

i° 
~- 200 

100 

hL./D = 0.3 

B O 

o•  ' 215 ' ' ; 5  ' ,o  
~me (seconds) 

Fig. 7 Transient temperature responses for a t yp i ca l  tes t  run 
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was found to be very close to hne shown in Fig. 8. It should be 
noted that p = 1.33 was recommended by Kruger and Rohsenow 
(1966) based on a set of R 113 test data. It may not apply here 
with water as the boiling fluid. 

4.0 Conclusions 
Stratified flow film boiling inside a horizontal tube was inves- 

tigated. A one-dimensional flow model was used to obtain nu- 
merically the local vapor film thickness and vapor velocity under 
the liquid mass in the circumferential direction. Analytical so- 
lutions were derived for the vapor film thickness and heat transfer 
coefficient at the bottom of the tube. A simple experiment was 
perform to provide local heat transfer data for direct comparison. 

From the results obtained, the following observations can be 
made: 

Water Data: R = 0.013 m 
1000 

oJ' 
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100 
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• o •  • oO • 
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% ATw,p~-=~" 

' ) 0.25 
hHc = 0.62 { kg3 hf~ g Og (p f -  pg } . Horizontal Cylinder 

.g D AT w 

Fig. 8 h ve rsus  ~ T w  plot for different geometries 
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1 The heat transfer coefficient at the inside bottom of the 
tube (hn) as obtained in the present analysis was found to 
be independent of the amount of liquid present (hL). The 
coefficient depends only on the wall superheat and tube 
radius. 

2 The expression for ho as derived compared fairly well with 
the set of test data obtained in the present study. It was 
found to be substantially higher than the corresponding 
solutions obtained for a horizontal plate or a horizontal' 
cylinder. 

3 The normalized heat transfer coefficient along the vapor 
channel in the circumferential direction can be represented 
by a single curve (Eq. (21))  for different liquid levels and 
initial wall temperatures. 

4 The average heat transfer coefficient for stable film boiling 
inside a horizontal tube can be obtained by integrating Eq. 
(21). 
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A P P E N D I X  

Uncertain Analysis 
The uncertainties associated with the measured and experi- 

mentally deduced parameters are given below: 

Parameter Uncertainty 

Ti, 7"2 I°C 
T: 0.5oc 
rj, r2 0.0254 mm 
kw 5 percent 
ho <35 percent 

The uncertainty in ho was evaluated using the following equation: 

( ~ x h o / h o )  2 = ( A k . , / k w )  2 + ((£xT2) 2 + ( A T i ) 2 ) / ( T 2  - Tl) 

+ ((~xTi) 2 + (~Tf)2)/(Ti - 71/) 

+ ((Ar2) 2 + ( A r l ) 2 ) / ( r j  - rz )  

It should be noted that the uncertainty in h0 is dominated by the 
second term on the right-hand side because of the relatively small 
values of (7"2 - Tl ) in the experiment. 
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An Experimental Study of Flow 
Boiling Heat Transfer in Rib- 
Roughened Tube Annuli 
Heat transfer measurements were performed on six rib-type roughened tube annuli 
(4.67-9.01 mm Dh, 6 -16  ribs, rib pitch 19. 7-63.0 mm, rib height 4 ram, rib width 15 
mm, rib angle 20-60  deg) with two phases of  refrigerant R-114 under evaporating 
conditions. Based on the same heat transfer area of  the test section, the effects of  heat 
flux, quality, and rib spacing on flow boiling heat transfer coefficient were presented 
and discussed. Correlations of  two-phase enhancement factor F and suppression factor 
S were developed by modifications and extensions of  Chen's model for  the present 
geometric configurations. 

1 Introduction 
A lot of work has been carried out to obtain an understanding 

of boiling heat transfer from a smooth surface. These fundamen- 
• tal studies clearly brought out the complexities of the flow boiling 
mechanisms (see Collier, 1981, for a comprehensive survey). At 
present, many aspects of boiling heat transfer on a smooth surface 
are well explored and reasonably good correlations have been 
developed for the design of efficient heat exchange equipment. 
However, there are many saturated flow boiling correlations 
(over 30) in the literature. Some of the well-known correlations 
were summarized by Kandlikar ( 1983, 1990). With roughened 
surfaces, boiling heat transfer is more complicated. Due in part 
to this complexity, heat transfer in roughened tube annuli has 
received less attention than that in smooth tube annuli. The lack 
of design data for heat transfer coefficients, especially in flow 
boiling, is now one of the limitations in the design of efficient 
evaporators for use in the refrigeration and process industries 
(Webb and Pais, 1992). 

This work is a continuation of our previous study regarding 
evaporative heat transfer and enhancement performance of rib- 
roughened tube annuli with R-114 (Wen an d Hsieh, 1994). In 
that paper, the influence of mass velocity, heat flux, and rib ge- 
ometry on pressure drop and heat transfer characteristics were 
examined. It was found that flow nucleate boiling is enhanced in 
terms of a lower wall superheat being required for incipient boil- 
ing, and a great number of more stable bubbles exist than in 
smooth tube annuli. Moreover, the gradual suppression of the 
nucleation mechanism reduces the heat transfer coefficients with 
increasing quality. 

In this paper, several correlations related to saturated flow boil- 
ing in rib-roughened tube annuli with R-114 will be developed. 
Over the last few years a large data bank for saturated and sub- 
cooled flow boiling in tubes and annuli have been made to fit 
correlations that cover all the data. In spite of the aim to reduce 
the number of physical properties required in the correlations and 
to extend the range of applicability as well as to different types 
of fluid and to both saturated and subcooled boiling, such Cor- 
relations are still unavailable in roughened tubes and annuli. 

Flow boiling combines nucleate boiling and forced convection 
evaporation. One may predict the heat transfer coefficient using 
a forced convection boiling model, such as that proposed by Chen 
(1963). The Chen model is based on 

hrp = Shpb + Fh/. (1) 
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ing, Forced Convection. Associate Technical Editor: L. C. Witte. 

Sh,b is the nucleate boiling contribution: hph is for pool boiling 
on a single tube of the geometries of interest. The suppression 
factor S (<  1.0) reflects the fact that a lower effective superheat 
is available in flow boiling than in pool boiling. Due to the thin 
boundary layer, S was assumed to be a function of the two-phase 
Reynolds number Rerp' Fhf, is the forced convective contribution 
where h n, is the liquid-only h, while F is the forced convective 
enhancement factor. The value of F is always greater than unity. 

Prediction of refrigeration performance requires the nucleate 
boiling coefficient, hpb, S, and F for the tube geometries and 
refrigerants of interest. Except for smooth (bare) tubes/or annuli, 
no correlations exist for predicting hpb as a function of tempera- 
ture and refrigerant type as well as for S and F for any of the 
surface geometries shown in Fig. 1. Hence, actual pool boiling 
data are needed for the refrigerant at the evaporator operating 
condition, as well as S and F dependences on surface geometry, 
in order to use Eq. ( 1 ). 

2 Objective of the Present Work 
The objective of this study is mainly to develop correlations 

for R-114 in tube annuli geometries. Before this can be done, a 
database of pool as well as flow boiling data is needed. This paper 
presents the necessary boiling data for this study. 

Tubes with rib-type surfaces that provide more stable nuclea- 
tion sites are attractive for augmentation of boiling heat transfer. 
The mouth of the cavity between two consecutive ribs determines 
the superheat required to nucleate, while the internal shape and 
volume together with the wetting characteristics of the cavity 
walls determine the stability of the cavity. Therefore a model for 
correlating flow boiling heat transfer in augmented tubes is 
needed that applies to various geometries. 

The ability of a correlation to apply to new fluids is also an 
important feature. In spite of this, only one working fluid, R-114, 
was used in this study. This is because: ( 1 ) Its operating pressure 
is close to atmospheric, thus minimizing leakage; (2) R-114 is 
highly stable compared to other refrigerants; (3) it belongs to the 
group of refrigerants having the lowest toxicity; and the most 
important, to meet these needs, the following work was con- 
ducted: 

1 Experimental results were compared with existing corre- 
lations for a smooth tube. 

2 The effects of heat flux, quality, and rib spacing on flow 
boiling heat transfer coefficients were displayed. 

3 Correlations of two-phase enhancement factor F and sup- 
pression factor S were developed to predict the convection 
heat transfer coefficient using Chen's model, hr? = Sh?t, + 
Fhf,. 
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3 Correlation Development 
The present correlation was based on Chen ' s  postulate that 

both convection and nucleate boiling play a role in flow boiling 
heat transfer. For use in Eq. ( 1 ), hr, is calculated from the Di t tu s -  
Boelter equation with the assumption that the entire mass flows 
as liquid in the channel 

h:.=O.O23(kt/Dh)[ G ( 1 -  X)Dh]°g(cP'Iz'~ J \--~-] (2 )  

hpb is found from the present experiments, while S is the sup- 
pression factor. The actual superheat is not constant across the 
boundary layer. Thus, the mean superheat (ATe) of the fluid in 
which the bubble grows is lower than the wall superheat (ATe,t). 
The difference between this lower ATe and the AT~,t is small for 
the case of pool boiling and was generally neglected but is sig- 
nificant in the flow boiling case ar}d cannot be neglected since 
the boundary layer is much th innerand  the temperature gradients 
much steeper. Consequently,  Chen defines S as the ratio of  ATe 
to AT,.t 

s = \S S/ (3) 

Therefore, F can be written as 

hre - Shp~ 
F = \ h f c / s = o  h/, (4 )  

Both S and F could be calculated from Eqs. (3)  and (4 ) .  
Once F was obtained, it was plotted against X, (see Fig. 9) ,  

which is defined as follows: 

= ( 1 - X ) ° ' 9 ( p o l ° ' 5 ( # , l  °'' 
x,, (5) 

A two phase Rerp is given by Whalley (1987)  as 

Rerp = RetF L25 (6)  

S was plotted versus ReTp, as shown in Fig. 10, for correlation 
purposes. 

4 Experimental Apparatus and Procedure 
A horizontal test section with R-114 flowing in a closed loop 

is shown in Fig..1. The flow loop consists of a pre-evaporator, 
preheater, dryer, test section, receiver, condenser,  pump, and af- 

Rowmeter 

¢alve 

Fig. 1 

# 
17,5 p 17,5 ..l,,~ w 

-~'-----'--I d~,~kW~" l "~ ,~ /~ '~v ,~ t~4,~  ~ t 
I V---&~~\~\\\~\\\\\\\\%.\\'~ T / 

. . . .  1 

35O 
plexiglass 

400 [ ~ ]  R-114 (flowing fluid) 
[~ copper 
1 MgO 

Unit :mm E]~  quartztube 
(Test section detail) m cartridge heater 

mica tube 
teflon plug 

Schematic of experimental apparatus 

ter-pump. The test section is a conventional  double-pipe heat 
exchanger (see Fig. 1 for details).  Do is 45 mm and d2 of the 
inner tube was 19 mm. The outside tube was a plexiglass pipe 
(45 mm i.d., 51 mm o.d.) to facilitate flow visualization. Copper 
ribs ( the size and geometry are given in Table 1 ) on a copper (k 
= 111 W / m  K)  tube (350 mm X 19.0 mm × 13.9 mm) com- 
prised the augmented surface. Heating was provided by con- 
ducting direct current through electric wire packed into the cop- 

N o m e n c l a t u r e  

A = heat transfer area = 27rreL 
A,. = sectional area 
Dh = hydraulic diameter of annulus = 

2(ro - re) 
G = mass velocity at inlet of tube an- 

nuli = rhlA. 
H = rib height 
h = local wall heat transfer coeffi- 

cient, in Eq. (10) 
hi,. = forced convection heat transfer 

coefficient for the entire liquid 
flow 

= averaged local wall heat transfer 
coefficient, in Eq. (11) 

ilg = latent heat of  vaporization 
k = thermal conductivity 
L = length of  test tube 

M = molecular weight 
m = mass rate of flow 

Nu = Nusselt number  = Dhhrdkl 

= average pressure over the test 
section = (P~ + . . .  + P7)/7 

e = pressure 
Pr = reduced pressure (absolute pres- 

sure/critical pressure) 
p = rib pitch 
Q = heat transfer rate 

= wall heat flux 
Re~ = liquid Reynolds number  = GDh(1 

- X)/u, 
re = radius of equivalent circular tube 

defined in Eq. (2) 
T = temperature 

Tsat : saturated temperature correspond- 
ing to the average pressure, P 
over the test section 

Try = average wall temperature along 
the test tube = (Try, + . . .  + 
T~7)/7 

T~ = average wall temperature along 
circumferential wall = (Ttop + 
Zmi  d + Z b o t ) / 3  

X = quality 
V = voltage 
w = fib width 
0 = fib angle 
/z = dynamic viscosity 
p = density 
cr = surface tension 

Subscripts 
cec = convect ive evaporation contribu- 

tion 
i = inside diameter 
1 = liquid 

o = outside diameter 
sat = saturated 
TP = two-phase 

v = vapor 
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Molecular weight 

Pressure R-II4 
Saturated temperature 

Properties 
Liquid density 

(saturated) Vapor density 

Table I T 

Tube 
Test tube 

i (No.) 

Rib [ 1 

Rib 2 

Rib 3 

Rib 4 

Rib 5 27 

Rib 6 27 

Smooth 7 - 

Properties 

Liquid specific heat 

19 

19 

Unit 

kg/kmoI 

kg/cm 2 

kg/m 3 

kg/m 3 

kJ/kg. K 

The size of test tubes and working fluid (R-114) pro 

d 1 d 2 D h Number of fib P w 
(ram) (mm), i (ram) elements 

27 19 i 9.01 6 63.0 15 

27 19 6,93 9 39,4 15 

27 19 7.80 10 35,0 15 

27 19 5,76 l 5.76 ! 
i 

4.72 

4.67 

6.50 

Value 

170.92 

2.55 

30.0 

1440.8 

13.38 

1,11 

13 

13 

16 

)erties 

Heat of evaporation 

(ram) (ram) 

26.3 15 

23,3 15 

19.7 15 

Properties 

Liquid thermal conductivity 

Liquid viscosity 

Vapor viscosity 

Surface tension 

Size 

oftest 

tube 

annuli 

Prandtl number 

H A 
0 

(mm) (em 2) 

4 20* 4.28 

4 30* 4.22 

4 40° 4.20 

4 45* 4.26 

4 55* 4.20 

4 60* 4.21 

- - 4.24 

Unit Value 

kcal/k~ 30.17 

mW/m, K 64.0 

I.tPa. s 334.8 

t.tPa, s 11.82 

N/m 0.01 

- 5.38 

per tube. A two-walled structure (MgO + quartz) was sand- 
wiched between the copper tube and the electric wire as an 
electrical shield. Quartz was used as an electrical insulation. MgO 
can distribute the heat energy uniformly. 

The pre-evaporator preheated R-114 to saturation (within 
_+0.3°C). As R-114 flowed through the test section, it was 
uniformly heated by dc power, provided by a 100 V, 550-amp 
capacity dc rectifier. After exiting the test section, R-114 
passed to the R-22 cooled condenser, where it was condensed 
and subcooled prior to being returned to the pump to complete 
the circuit. 

Figure 2 shows the locations of temperature and pressure mea- 
surements of the test section. Bulk fluid temperatures at inlet and 
outlet were measured with 40 gage Cu-Cn thermocouples located 
at midstream. The inlet and outlet pressures were measured with 
a calibrated pressure gage, respectively. Intermediate bulk fluid 
temperatures were measured at a certain distance (50 mm each) 
downstream (see Fig. 2 for details). The R-114 flow rate was 
measured by a rotameter located between the condenser and pre- 
evaporator. Thermocouples measured wall temperature at 13 lo- 
cations along the test section. These thermocouples were care- 
fully buried in the outside wall of the inner tube. A detailed cross- 
sectional view of the thermocouple setup designed for more 
accurate temperature measurements was also shown in Fig. 2. 
Based on calibration of the entire temperature measurement sys- 
tem, including thermocouple and digital voltmeter, the error as- 
sociated with the temperature data was estimated to be _+0.5°C. 
Table 2 shows the ranges of variables over which the experiments 
were conducted and the associated measurement uncertainties. 
The error reported in this paper is the absolute value of the max- 
imum expected deviation for the all test runs. The detailed pro- 
cedure to evaluate the experimental uncertainty is reported by 
Kline and McClintock (1953). 

Saturated pool/flow boiling data were taken on a smooth tube 
annulus and the six tube annuli described in Table 1. Tests were 
conducted at a Tsat of 30.0°C using R-114. The important prop- 
erties of R-114 are in Table 1. Dh is defined as 

Dh = 2(re -- re) (7) 

which corresponds to a bare inner tube of radius re. A bare 
tube of radius re provides the same surface as the ribbed tube, 
i.e., 

r e =  2 ri + s i n 0  

Also shown in Table 1 is the tube numbering system (i.e., 
tubes 1 through 7), which is used to identify each tube. Before 
each test, the tubes were cleaned with acetone. A test was started 
by boiling the liquid for 2 -3  hours to drive out any absorbed air 
in the system. 

5 D a t a  R e d u c t i o n  

Tubes with different rib pitches and rib angles and smooth 
tubes were tested with R-114 at an average pressure of 2.68 (kg/ 
cm2). Each tube was tested at an inlet pressure of approximately 
2.41 (kg/cm 2) and an inlet temperature of approximately 30°C. 

For each test run, h's were calculated at six axial locations on 
the basis of bulk fluid saturation temperature, tube heat flux, and 
tube inside wall temperature. Three thermocouples were mounted 
just downstream of specified pressure tap (see Fig. 2 for sections 
B-B and D-D); hence, the readings were averaged 

T~ = (Ttop + Tmia + Thor)/3 (9) 

Wall temperatures at all other locations were based on the single 
measurement, Tmid. Circumferential variations in Tw were nor- 
mally negligible in the forced convection vaporization region, 
and somewhat larger (but still less than 0.2ec) in the nucleate 
boiling region. The local h at the axial locations was then cal- 
culated as follows: 

hr~ = Q / A ( T w  - Tsar) (10) 

When h's were calculated for roughened tubes, the surface area 
in Eq. (10) was 27rreL. The hre was determined by the following 
formula: 

hTp = Q / A ( T ~  - Tsat) (11) 

It is necessary to note that hre  was calculated based on T~t instead 
of mean bulk temperature of the refrigerant. Nevertheless, the 
error was evaluated to be less than 1 percent. The active heating 
length L was 0.35 m. Mass flux was also based on the cross- 
sectional area calculated from the equivalent diameter Dh. Qual- 
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Legend Unit : mm 
[] Pressure tap 

• Thermocouples on the tube wall 

M Thermocouples for the temperature measurement of the R- 114 fluid 

Locations of temperature/pressure measurements for the test evaporator (not to scale) 

ities at each axial location were calculated from inlet conditions 
and energy balances along the tube length. The uncertainties in 
the heat transfer coefficient and quality calculations are also listed 
in Table 2. The pressure drop data were measured over a length 
of 0.05 m for the test section (0.35 m). The effect of  natural 
convection in the experiments reported herein can be considered 
to be negligible because the Grashof number is much less than 
Re 2 even at the lowest mass velocity. 

6 Results and Discussion 
Tests were carried out for the seven tube annuli geometries 

with R-114. The ranges of heat flux and mass velocity are also 
listed in Table 2. To avoid burnout of the test section, qualities 
at the outlet were not allowed to exceed 80 percent. Several sin- 
gle-phase heated tube annuli tests were performed for R-114 

prior to nucleate pool /or  flow boiling tests and results were com- 
pared to the Dit tus-Boelter  equation. It was found that the h's 
were in good agreement within an average deviation of  _+25 per- 
cent. Table 3 lists the values measured/calculated of the relevant 
parameters such as inlet and outlet flow qualities, geometric pa- 
rameter as well as the enhancement performance ratio. For each 

tes t ,  an energy balance was made for entire loop. The energy 
gained by the R-114 across the test section was compared to the 
sum of the power input and heat losses to the surroundings. For 
all tests, the energy balance was satisfied within 9.3 percent. The 
system was judged to have reached a steady-state condition when 
the temperature, pressure, and mass flux rates of  R-114 remained 
unchanged for about 2 hours. 

6.1 Comparison Against Published Results. Figure 3(a) 
depicts the comparison of the experimental h data with the Shah 
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Table 2 Ranges of experiments and measurement uncertainties 

Parameters 

Mass velocity, G 

Heat flux supplied to test section, ~1 

Local quality in the test section, x 

Average pressure over the test section, 

Wall temperature, T w 

Average wall heat transfer coefficient, ~TP 

h a / h  s 
Enhancement performance ratio, - -  

(AP a/AP s ) 

Range 

63,55 - 160.12 (kg/m2s) 

2,01 - 2,95 x 104(W/m 2) 

0.015-0.8 

2.53-2,83 (kg/cm 2) 

32-45 ( *C ) 

4. 1-8,9 x 103 (Wire 2 °C ) 

0.93-1.41 

Uncertainty 

±3.1% 

±4.3% 

±5.7% 

±4.5% 

± 1.0% 

±7.1% 

±9.4% 

Definition : ~ = Pin + Pout ~TP = Q/A(~w - Tsar ) 
2 

correlation (1982) for the cases shown for a smooth tube. The 
Shah correlation reduces to the Dittus-Boelter correlation for 
single-phase liquids. Most of the data were within _+20 percent 
of the predicted values. A series of repeatability tests indicated a 
maximum variation about _+7.1 percent in the heat transfer co- 
efficients. A comparison of experimental AP data with the Lock- 
hart and Martinelli (1949) correlation is shown in Fig. 3(b).  No 
correlation was made for the acceleration part because it is so 
small compared to its counterpart (friction force part). The data 
are within _+ 30 percent of the predicted values with the maximum 
deviation occurring at the low mass velocity. The large deviation 
from the correlation is not unusual for two-phase flow. 

It is of interest to compare the present data with measurements 
for roughened tubes/or annuli by other investigators. However, the 
survey by Pals and Webb (1991) shows that there are very few 

published data that could be compared. Figure 4(a)  shows the R- 
11 test results for the GEWA K26 tube of Webb and Pals (1992) 
at 26.7°C compared to the present R-114 pool boiling data. The 
present data are 1-14 percent higher than those of Webb and Pals 
for Tube 1 to Tube 6. Figure 4(a)  also shows the pool boiling 
coefficients for a smooth tube. In addition, present test data of pool 
boiling including roughened/smooth tubes qualitatively coincide 
with the results correlated by Bofishanski (1969), and by Ratiani 
and Shekriladze (1972). Figure 4(b) presents flow boiling data 
compared to the correlation (Kandlikar, 1990) at G = 63.55 kg/m 2 
s. As predicted by Kandlikar, the flow boiling data show the same 
dependence on ,~ as does pool boiling. 

6.2 Pool/Flow Boiling Data. All data were obtained with 
R-114 at a pressure of 2 - 3  atm. The onset of nucleate boiling 
was observed through the plexiglass, and was defined as the ap- 
plied heat flux where first nucleation was observed on the instru- 
mented tube annuli. When heat flux is plotted versus (Tw - T~,t), 
the "incipient boiling" condition is indicated by a change in 
slope since the heat transfer mechanism changes from single- 
phase convection to two-phase convection with the activation, 
growth, and departure of vapor bubbles. Here Tsar is the mean 
saturated temperature based on the average pressure over the test 
section. 

Four out of seven data of the_geometry studied are presented 
in the form of q versus (T~ - T~a,) on Figs. 5(a)  and 5(b)  for 
flow/pool boiling, respectively. Figure 5(a)  shows saturated 
flow boiling data at four mass velocities (63.55, 93.74, 129.86, 
and 160.12 kg/m2s) from tube No. 2. The data shown pertain to 
the increasing-heat flux mode. A "partial nucleate boiling" in 
which the heat transfer mechanism may be sensitive to variations 
in mass velocity was noted. This may be attributed to the con- 
tribution of roughened surfaces on the part of forced convection 
in "partial nucleate boiling" region where forced convection and 
nucleate boiling are both significant. Immediately after this re- 
gion an asymptote to the fully developed nucleate boiling model 
was found. The fully developed mode is essentially insensitive 

Table 3 Measured/calculated values of the relevant parameters 

Tube  No. 1 

G q Pi. X I X.~ [TP 
(kg/m 2s) (W/m 2 ) (kg/cm 2 ) (Wlm 2K) 
63.55 2,01x104 2,01 0,055 0,705 5.40xl(P 
63.55 2.43x104 2.01 0.057 0,746 6.61x103 
63.55 ! 2,95x104 2.01 0,058 0.755 7.12x10 a 
93.74 i 2'01X104 2.01 0.057 0.723 6.99x103 
93.74 2.43x104 2.01 0.058 0,754 7,64x103 
93.74 2.95x104 2.01 0,061 0.789 8,20x10 a 
129.68 2.01x104 2.01 0.061 0.741 7175x103 
129.68 2.43X104 2.01 0.060 0.762 8,21x103 
129.68 2.95x104 2.01 0.061 0.803 8,43x103 

Tube  No. 3 
G q Pin Xl i X7 I~Tp 

(kg/m zs) (Wire 2 ) (kglem 1 ) (Wtm 2K) 
63,55 2.01xlO 4 2,01 0,054 0.729 5,56xI03 
63.55 2.43x104 2.01 0.057 0.779 6.97x10 a 
63,55 2.95x104 2.01 0.058 0.798 7.43x10 a 
93.74 2.01x104 2.01 0,056 0.731 7.25x10 a 
93,74 2.43x104 2.01 0.059 0.784 7.96x103 
93,74 2.95x104 2.01 0,062 0.820 8.58x10 a 
129,68 2.01x10 a 2,01 0.062 0.733 7.95x10 a 
129.68 2.43xi04 2.01 0.063 0.789 8.47x103 
129.68 2.95XI04 2.01 0.064 0.852 8.66xI03 

Tube  No. 5 

G q Pl, Xt X7 E.re 
(kg/m 2s) (W/m 2 ) (kg/cm 2 ) (W/m 2K) 
63.55 2.01x10 ¢ 2.01 0.058 0.806 5.86X10 a 
63.55 2.43x104 2.01 0.060 0,849 7.12x10 a 

! 63.55 2.95x104 2.01 0.062 0.861 7.56x103 
93.74 2.01x104 2.01 0.058 Q,768 7.45x10 a 
93.74 2.43x104 2.01 0.060 0.799 8.22x10 a 
93.74 2 95x1041 2.01 0.061 0,841 8.71x10 a 
129.68 2.01x104 2.01 0.063 0,751 8,30x103 
129.68 ~l 2.43x1041 2.01 0.065 0,805 8.64x103 
129.68 i 2'95x104 2.01 0.066 0.876 8,89x103 

( p - w ) + ~  1 
* : GP = ~ s m - r - - ~ -  

(h.n) ~=,~/(hTp)=n~ GGP* 2%) 
(6P) r ~  I(&P) umam,a 

1.29 24.69 7.2 
1.06 24.69 8.2 
0.99 24.69 9.1 
1.07 24.69 6.8 
1.03 24.69 7.6 
0.99 24.69 9.2 
1.01 24.69 6.5 
0.98 24,69 7.9 
0.93 24.69 8.7 

( h Tp) i~md/( h Tp) uafinn¢,t GP* E(%) 
(AP) Smza/(AP) mfm= d 

1.35 5.545 7.7 
1.11 5.545 8.8 
i .03 5.545 9.3 
1.10 5.545 7.5 
1.07 5.545 8.2 
1.02 5.545 8.9 
1.01 5.548 7,2 
0.99 5.545 8,0 
0.96 5.545 8,5 

! h,]p) i ~  d /( h Tp) mfmaed GP* E(%) 
( ~ P ) ~ / ( A P ) ~  

1.41 2.490 5.2 
1.19 2.490 6.1 
115 2.490 75 
113 2.490 48 
1.09 2.4901 5.4 
1.07 2.490 6.7 
1.04 2.490 i 4.6 
1.02 2.490 5,2 
1.01 I 2.490 6,6 

G q Pin Xi 
(kg/m 2s) (W/rnz) (kglcm ~ ) 

63.55 2.01x104 2.01 0.054 
63.85 2.43Xi04 2.01 0.057 
63.55 2.95x104 2.01 0.058 
93.74 2.01x104 2.01 0,056 
93.74 2.43x104 2.01 0.059 
93.74 2.95x104 2.01 0.060 
129.68 2.01x104 2.01 0.060 
129.68 2.43x104 2.01 0.060 
129.68 2,95x104 2,01 0.061 

G q Pin Xt 
(kg/m20 (W/m z) (kg/cra 1) 
63.55 2.01x104 2.01 0.054 
63.55 2.43x104 2.01 0.056 
63,55 2.95x104 2.01 0.057 
93,74 2.01x104 2,01 0.057 i 
93.74 2.43xi04 2.01 0.059 1 
93.74 2.95xi04 2.01 0.061 1 
129.68 2.01xi04 2.01 0.061 I 
129.68 2.43xi04 2.01 0.062 
129.68 2.95x104 2.01 0.064 

O q Pin XI 
(kg/m 2s) (W/m 2 ) (kg/cm 2 ) 

63.55 2.01x1(Yt 2.01 0.055 
63,55 2.43xlfft 2.01 0.057 
63.55 2,95x104 2.01 0,058 
93.74 2.01xi04 2.01 0.056 
93,74 2.43xi0 '1 2.01 0.058 
93.74 2.95x104 2.01 0.060 
129.68 2,01x104 2.01 0.059 
129.68 2.43x104 2.01 0.061 
129.68 2.95x104 2.01 0.063 

T u b e  No. 2 
x7 8,rp I (h~)t~at d/(h1,p)mfm¢ a GP* E06) 

(W/mZK) (AP) f=,~ a /(AP) =fro, d 
0.692 5,44x103 1,34 9.234 7.5 
0,743 6,82X103 1.09 9.234 8.1 
0,763 7.28x10a 1,01 9.234 9.0 
0.718 7.19xI03 1.09 9.234 7.6 
0.762 7.85X103 L08 9.234 7.9 
0.782 8.41×I03 L00 9.234 8.9 
0.737 7.86xi03 1.04 9.234 6.7 
0.771 8.37x103 1.02 9,234 6.6 
0.814 8.61x10 a 0.94 . 9.234 . 8.8 

Tu b e  No. 4 
x7 Klv (h l . p )~ / (h~ )mrad  GP* E06) 

(w/m2K) (AP)sma/(&P)mam.,a 
0.766 5.75x10 a 1.39 3.294 4.4 
0.821 6.96x103 1.16 3.294 6.4 
0.857 7.45x103 1.05 3,294 7,5 
0.744 7.31xlOS LII  3,294 4.9 
0.798 8.01x103 1.05 3.294 6.4 
0.861 8,62x103 1.O4 3,294 8,2 
0.737 8,21x103 0.99 3.294 4,7 
0.781 8,52x103 0.98 3.294 6,9 
0.869 8.72xi03 0.96 . 3.294. 7.6 

Tu b e  No. 6 
X T ]~TP (hTp) f ~  d ¢(hTp) un$11M d OP* E(%) 

(W/m ZK) (AP) emil I(AP) m,mm d 
0.801 5.75x103 1.32 1.299 3.8 
0.843 6.81x103 1.15 1.299 4.1 
0.855 7.77x103 1.14 1.299 5.3 
0.758 7.36X103 1,09 1.299 3.9 
0.781 8.09×103 1.O5 1.299 4.7 
0.831 8.51x103 1.05 1.299 4.8 
0.739 8.46xl 03 0.97 1.299 3.4 
0.797 8.51xi03 0.96 1.299 i 3.8 
0.854 8.69x103 0.95 . 1.299 L 4.3 
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Fig. 3 Comparisons between measured and (al predicted evaporation 
heat transfer coefficients (Shah, 1982), (b) predicted pressure drops 
(Lockhart and Martinelli, 1949) for smooth tube 

to variations in G and depends strongly on the heat flux. All of 
these features are consistent with the findings of earlier investi- 
gators for smooth tubes (e.g., Bergles and Rohsenow, 1964). 
However, a significant enhancement of nucleate boiling was ob- 
served with the rib-roughened tubes, regardless of whether there 
is an increase in G, as compared to those of smooth tubes (see 
Wen and Hsieh, 1994). This enhancement, shown by the lower 
wall superheats, could be attributed to a preferential stripping of 
the R-114 near the roughened surface resulting in a local (Tw - 
Tsar) increase. Consequently, the effective wall superheat de- 
creases, which is termed a "loss of wall superheat." With a 
smaller effective wall superheat, nucleate boiling would be sup- 
pressed more rapidly with roughened annuli than with smooth 
annuli under the same flow condition. 

Figure 5(b)  shows typical pool/flow boiling data for annuli 
No. 1, No. 3, No. 5, and No. 7 at G = 63.55 kg/m2s. The dif- 
ferences between pool and flow boiling are quite obvious. More- 
over, among these four tube annuli, it is found annulus No. 5 has 
the best q for both flow/pool boiling. It is because Tube No. 5 
could generate more smaller vapor pockets, which will be trig- 
gered into active bubble growth to reduce the wall superheat for 
incipient boiling compared to those for the other test tubes. It 
could be understood that the cumulative active nucleation site 
density is a function of a specified contact angle (cavity mouth 
angle), but it is not clear why annulus No. 5 has more active 
nucleation sites resulting in the best q. This needs further ex- 
amination in a future study. The effect of spacing of transverse 
ribs as well as rib angles on flow boiling and pool boiling heat 
transfer by this typical plot was further noted. 

Figure 6 shows the effect of X, G, q, and rib spacing on the 
h. In Fig. 6(a)  the h's are plotted versus X for different q and 
tubes. For a given G in the "partial nucleate boiling" region, the 
h's at various q are distinctly different at low qualities, approx- 
imately merging into a single line beyond certain transition qual- 
ities, which was also observed in the other references (see Ross 

et al., 1987, and Jung et al., 1989). In "partial nucleate boiling," 
both forced convection and nucleate boiling are significant. The 
gradual suppression of the latter leads to a temporary reduction 
of the h's. Later they will increase until finally merging into a 
single line with increasing quality, which was also observed by 
Jung et al. (1989). This indicates that, in "partial nucleate boil- 
ing," h is strong function of the heat flux. However, in convec- 
tive evaporation region, h is independent of the heat flux. 

The effects of rib spacing on heat transfer are shown by Fig. 
6(b) .  It was found that the flow boiling h increases are mainly 
due to G increases. It is also shown that h decreased with in- 
creasing rib spacing but the decrease seems insignificant. The 
trends of these decreases are in parallel for different G's  and heat 
fluxes q. This indicates that there exists a plot like Fig. 7 for a 
correlation of heat transfer coefficient versus a geometric param- 
eter for all six roughened rib tubes under study. The data are 
correlated in Fig. 7 using the following relationship: 

I 2H ] 0.22 

(__~__ ~0.71 ( P -  w) + tan----~ 1 

N u = 1 7 " l \ i f ' G : [ ~ '  g(Plcr~- P~) sin---0' 

x - -  (12) \pt/ 
The correlation was derived by using standard procedures, and 

the dimensionless group (q/iygG) known as boiling number and 
Pu/Pt will be familiar from other established boiling correlations. 
Although the range of Po/Pt of the present study was limited, its 
effect is well known and is, therefore, included for completeness. 
The third dimensionless group 
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(p~ p~) 
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Fig. 4 Comparison against the published results for (a) pool boiling, (b) 
flow boiling 
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Table 4 Summary of correlations for flow boiling heat transfer of augmented tubes 

Correlation Tube geometry Test fluid and parameter Comments 
ranges 
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k \ \ \ \ \ \ \ "  q x \ \ \ \ \ \ \ "  ¢ ~ 1 

~ . .Eleetri.___Y,t hea_.._.~e_r [ 

[ x\\NNNNNNNNN\\N\\\N ] 

Refer to 
1. Khanpara et al. (1987) 
2. Robertson and Lovegrove 

0983) 
3. Cohen and Carny (1990) 

(Geometry 1 and 3) 

R- 114; X=0.015-0.8 

P=2.53-2.83 kg/m 2 

G=63.55-2.95x 104 kg/e m2s 

=2,01 - 1.95x 104 W/m 2 

AT sub=0 

Distilled and deionized 
water; 

P=I atm 
G=0.2-1.4 m/s 
~l=in nucleate boilingbelow 

the burnt-out heat flux 
AT sub=5, 15, and 30°C 

Refer to the literature-of 
left term 
(Tube geometry) 

Correlation predicts 98% 
of points within :k30% and 
85%of points within ±12%. 

Experimental data 
were correlated to 
within ±30% 

All experimental data 
reported by Khanpara et al. 
(1987), Robertson and 
Lovegrove (1983), and 
Cohen and Carny (1990) 
were correlated to within ± 
30% for different fixed 
augmentation factors EcB 
and E NB" 

represents all the dimensions necessary to illustrate the present 
rib geometric configuration. In addition, it includes a term that is 
proportional to the bubble departure diameter and incorporates 
surface tension and buoyant forces, which are dominant in a hy- 
drodynamic situation. The numerator of this dimensionless 
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10 
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IO 
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(b) 

Fig. 5 (a) Flow boiling curves at four mass velocities for the test tube 
No. 2; (b) pool boiling/flow boiling curves for four test tubes 

group, [((p - w) + (2H/tan 0 ) ) ( (  l /s in 0)) ] ,  is a measure pro- 
portional to the availability of space for bubble growth between 
ribs, and, furthermore, [((p - w) + (2H/tan 0 ) ) ( 1 /  
sin O))/~f(o-/g(pl - Po)) ] can be considered as the Bond number, 
which is typical of pool conditions. Since the Bond number is 
closely connected to the pool boiling peak heat flux, it is not 
surprising that the Nu correlation developed for the enhanced 
roughened surfaces studied herein has some dependence on it. In 
addition, the exponent of the boiling number in the nucleate boil- 
ing is seen to be 0.71 in the present study for both convective 
and nucleate boiling regions. These two findings strongly suggest 
that the underlying mechanism for the nucleate boiling in two- 
phase flow can be related to the pool boiling. Figure 8 shows the 
performance plot for Eq. (12).  The correlation predicts 98 per- 
cent of points within ± 30 percent and 85 percent of points within 
± 12 percent. Agreement is particularly good for annuli Nos. 2, 
4, and 5. Although there was considerable scatter in the data, the 
prediction seems still good and useful. Table 4 summarizes the 
present correlation and those of enhanced tubes previously stud- 
ied. 

6.3 Determination of Two-Phase Enhancement Factor 
F.  Since the present results indicate the suppression of nucleate 
boiling for R-114, a plot of hrJh/c and h~e,/hfc against 1/X, and 
quality is made to account for the effects of various roughened 
surface conditions. In Fig. 9, h~e is a measured quantity and X,, 
is given by Eq. (5) .  Figures 9 (a)  and 9(b)  show the results 
without/with nucleate boiling suppression, respectively. Also 
shown in Fig. 9 is Chen's F function. The dimensionless h's are 
scattered at low qualities where partial boiling occurs; they fall 
into a single line for the evaporation region (see Fig. 9 (a ) )  as 
previously observed for R-12 (Jung et al., 1989). Chen's F func- 
tion underpredicts the present data by 15-25 percent with the 
larger deviation observed at higher qualities. However, its slope 
is parallel to the present data. Based on the experimental evidence 
and the observations of other investigators, a new F function was 
determined in the evaporative region. The resulting F function 
has the following form: 

[ 1 "~"' 
F =  1 + c, i/Ix,,/- (13) 
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Fig. 6 Effect of la) qual i ty  and Ib) rib spacing on flow boiling heat transfer 
coefficients 

where constants el, exponents nl, and standard deviations sl are 
also tabulated in Table 5. The data for each case can be correlated 
with an s~ of less than 0.32. Sl is based on the difference between 
the calculated and experimental results for the F function. These 
correlations represent the experimental data with a maximum de- 
viation of 8.95 percent. In accordance with Eq. ( 13 ), the data for 
the present roughened/smooth tubes can be correlated as follows: 

1000 

l • Tube No. 1 • Tube No. 3 • Tube No. 5 

[] Tube No. 2 [] Tube No. 4 A Tube No. 6 
100 

Nu 
0.71 Pv -0.566 A __...-.11-- (-~-) (-~-) 
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Fig. 7 A correlation of flow boiling heat transfer performance for six 
roughened tubes 
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Fig. 8 Comparison between the predicted Nusselt numbers using the 
present correlation and experimental values 

F = 1 + 1.96(1/X,) °82, for roughened tubes (14) 

F = 1 + 1.81(I/X,,) °8°, for smooth tube (15) 

At the 95 percent confidence level, nl = 0.172 ~ 0.02013. This 
shows that the F dependence on 1/X, is not altered for the seven 
tubes under consideration. The revised F function also shown in 
Fig. 9 (b) predicts the data in the convective evaporation region. 
The exponents in Eqs. (14) and (15) for roughened and smooth 
tubes are not altered and they are in good agreement with that of 
Jung et al. (1989). 

6.4 Determination of Suppression Factor S. Following 
Chen's definition of S, Eq. (3) ,  the present results plotted against 
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Fig. 9 (a) Dimensionless parameter hrp/h~, and (b) forced convective 
heat transfer enhancement factor F versus 1/X. 
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ReTp are shown in Fig. 10. It might be also expected that the 
revised suppression factor S would approach unity at low flows 
and zero at high flows. With the present roughened annuli, the 
suppression factor S would be expected to have a higher value 
than its corresponding one for a smooth annulus (i.e., Chen's S 
correlation) under the same flow condition due to a loss of wall 
superheat. It is therefore postulated that in all ranges of flow, a 
new S can be represented in the following form: 

S - (16) 
1 + c Re~-v 

where constants c2, exponents n2, and standard deviations s2 
listed in Table 5 are obtained from the experimental results. The 
data for each case can be correlated with a standard deviation of 
less than 0.26. This correlation is based on the original data with 
a maximum error of 11.7 percent. In accordance with Eq. (16),  
the data for the present roughened/smooth tubes can be corre- 
lated in the form 

S = 
1 

for roughened tubes (17) 
1 + 0.00000225 R e ~  4 ' 

1 
= for smooth tube ( 18 ) 

S 1 + 0.000012 Reap °2 ' 

According to a 95 percent confidence level, n2 = 0.177 ± 
0.01647. The revised S function also shown in Fig. 10 predicts 
the data in the nucleate boiling region. 

Chen's correlation is also included in Fig. 10; it coincides well 
only with the present data for the smooth tube. The discrepancy 
between Chen's correlation and the rib-roughened data may be 
caused by the loss of wall superheat for the roughened tubes. 

7 C o n c l u s i o n s  

Based on the study of the roughened tube annuli effects on 
horizontal saturation flow boiling heat transfer with R-114, the 
following conclusions can be drawn: 

1 It was found that six rib-roughened tube annuli have con- 
siderable heat transfer enhancement for R-114 at 30°C for flow 
as well as pool boiling. The enhancement performance ratios 
ranged from 0.93-1.41 depending on the quality, specified mass 
velocity, heat flux, and roughened surface geometry. 

2 A full suppression of nucleate boiling was observed. Two 
distinct heat transfer regions exist. In the partial boiling region, 
a strong heat flux dependence of hTp was noted while in the con- 
vective evaporation region hre for various heat fluxes seemed to 
collapse into a single line depending solely upon quality. 

3 In the "partial nucleate boiling" region at low qualities 
the nucleate boiling effect is quite strong for roughened surfaces, 
while it is suppressed more rapidly compared to the smooth sur- 
face due to a loss of wall superheat. 

4 New F and S functions were obtained for the present 
roughened tubes and one plain tube. It was found that F and S 

Table 5 
tions of Eq. (13) and S function of Eq. (16) 

Coefficients, exponents, and deviations, for F function correla- 

Test tube No. c I n t Sl e 2 n 2 s2 

No. 1 2.32 0.79 0.317 0.0000278 0.941 0.204 

No. 2 2.07/ 0.80 0.154 I).0000162 1.02 0.117 

roughened No. 3 1.95 0.81 0.122 0.00000389 1.08 0.099 

tubes No. 4 1.70 0.82 0.(~2 0.00000729 1.04 0.191 

No. 5 1.57 0.84 0.212 0.00000177 1.15 0.259 

No. 6 1.41 0.86 0.149 0.00000166 1.05 0.159 

smooth tube No. 7 1.79 0.80 0.168 0.0000120 1.022 0.212 

1 

1 Legend To'be No. 
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1 + 0.00000225 Re TP .1~ • Tube 1 
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Fig. 10 Suppression factor S versus two-phase Reynolds number Rend 

for the present roughened tubes predict a higher value than 
Chen's correlation. In addition, the following correlations: 

F = 1 + 1 . 9 6 ( l / X t , )  °'82, 

1 
S = 1 + 0.00000225 Reap 14 for roughened tubes 

F = 1 + 1.81(1/Xt,) °8°, 

1 
S = for smooth tube 

1 + 0.000012 Re~e °2 

can be used to predict the flow boiling heat transfer coefficient 
for the present tube geometries by using the Chen model, hrp = 
Sh ,  h + Fhf , .  

5 The effects of transverse and longitudinal rectangular rib- 
bing on the heat transfer performance were investigated and the 
results were correlated in the form of Eq. (12) within _+30 per- 
cent of the experimental data. 
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The Interfacial Thermodynamics 
of Micro Heat Pipes 
Successful analysis and modeling of micro heat pipes requires a complete understand- 
ing of the vapor-liquid interface. A thermodynamic model of the vapor-liquid interface 
in micro heat pipes has been formulated that includes axial pressure and temperature 
differences, changes in local interfacial curvature, Marangoni effects, and the disjoin- 
ing pressure~ Relationships were developed for the interfacial mass flux in an extended 
meniscus, the heat transfer rate in the intrinsic meniscus, the "thermocapillary" heat- 
pipe limitation, as well as the nonevaporating superheated liquid film thickness that 
exists between adjacent menisci and occurs during liquid dry out in the evaporator. 
These relationships can be used to define quantitative restrictions and/or requirements 
necessary for proper operation of micro heat pipes. They also provide fundamental 
insight into the critical mechanisms required for proper heat pipe operation. 

Introduction 

In order to analyze and understand the operation of a heat pipe, 
it is necessary first to understand the phenomena that control the 
behavior of the various interfaces, particularly that occurring at 
the vapor-liquid interface. This behavior, which is primarily 
governed by the surface tension, wettability, and contact angle, 
results in a pressure imbalance occurring at or near the interface 
and provides the capillary pumping action required for proper 
heat pipe priming and operation. The interfaces existing at the 
boundaries of the liquid, vapor, and solid phases are typically 
thought of as a clearly delineated line, or in the case of the in- 
terface between the liquid and a vapor phase, as a meniscus. 
However, the meniscus is actually a very small region on the 
order of 10 ,~, where the density of the liquid phase changes 
continuously with respect to that of the vapor phase. For sim- 
plicity, the meniscus is assumed to be an infinitely thin dividing 
surface separating the bulk vapor and liquid phases. Under this 
assumption, the extensive properties for the system as a whole 
differ from the sum of the values for the two bulk phases by an 
excess or deficiency assigned to the interface region (Adamson, 
1990). In the past, this type of model has been applied to the 
entire extended meniscus, which is composed of an intrinsic me- 
niscus of constant mean curvature (macroscopic region), a tran- 
sition region, and a thin liquid film predominantly influenced by 
the solid substrate (microscopic region). All three of these 
regions play an important role in the steady-state operation of 
micro heat pipes. The current investigation was motivated by the 
increasing interest in micro heat pipes (Peterson et al., 1991, 
1993 ), and the work of Wayner et al. (1976) and Wayner ( 1982, 
1991 ), in which expressions for superheated adsorbed layers and 
thin films were developed. 

Previous steady-state investigations of the behavior of mi- 
cro heat pipes have typically utilized a traditional pressure 
balance type of model (Babin et al., 1990; Wu et al., 1991; 
Longtin, 1991 ). Other investigations of the transient behavior 
have applied kinetic theory to predict the interfacial mass flux 
but have still relied upon an overall pressure balance (Wu and 
Peterson, 1991 ). As a result of these models, several interest- 
ing characteristics have been identified. Most notable among 
these are the prediction of reverse liquid flow in the arteries 
during startup, and the importance of the wetting angle in de- 
termining the overall transport capability. Although these 
pressure balance techniques have resulted in relatively good 
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correlation with the existing experimental results, they have 
not provided sufficient insight into the fundamental differ- 
ences in behavior between these very small heat pipes and 
larger heat pipes with more conventional wicking structures. 
As the feature size of micro heat pipes continues to decrease 
in characteristic radius to levels of 20 microns or less (Mallik 
and Peterson, 1992), it will be necessary to formulate addi- 
tional models that will more accurately describe the behavior 
of the thin film interfacial region (Peterson et al., 1991 ). This 
can be done by applying microscopic interfacial concepts sim- 
ilar to those developed by P. C. Wayner, Jr., and his co-work- 
ers over the past twenty years. 

Wayner et al. (1976) formulated a thermodynamic model 
of a superheated nonevaporating thin film directly above the 
interline of an extended meniscus. The thickness of the film 
was related to the pressure and temperature in the liquid and 
vapor phases immediately adjacent to the interface as well as 
the dispersion forces due to the presence of the solid substrate. 
This approach was extended in subsequent studies by includ- 
ing other types of surface and body forces, e.g., Wayner 
(1991). 

Wayner and his co-workers also conducted a number of ex- 
perimental studies of evaporation in the extended meniscus 
(DasGupta et al., 1993; Sujanani and Wayner, 1992; Truong and 
Wayner, 1987). Using ellipsometrry, the presence of this thin film 
was verified and its thickness was determined for a number of 
different liquid-substrate combinations. In many of these stud- 
ies, the dispersion forces were specifically characterized by a 
semi-empirical dispersion constant, which was determined using 
the measured film thickness. This method of characterizing the 
dispersion forces is very useful because most substrates of prac- 
tical use have a rough oxide layer of unknown thickness on the 
surface. The current lack of understanding of the oxide layer and 
molecular structure of the substrate near the surface prohibits the 
use of purely theoretical methods to determine the dispersion 
forces; methods based solely on bulk substrate properties are not 
adequate. Once the dispersion forces are known, the extended 
meniscus can be modeled using the augmented Young-Laplace 
equation, which eliminates the need for contact-angle measure- 
ments. 

These experiments have also provided valuable information 
on how the dispersion forces influence evaporation, fluid flow, 
and interfacial phenomena (i.e., curvature) in the liquid near the 
interline. For the particular geometries studied, the evaporation 
in the interline region was found to go through a maximum point 
and eventually fall to zero at the interline. The increase in both 
the curvature and attractive dispersion forces associated with the 
high heat fluxes were responsible for the pressure gradient that 
caused fluid to flow into the interline region. 
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Thermodynamic Formulation 
An equilibrium thermodynamic description of the vapor- l iq-  

uid interface in heat pipes can be formulated by writing the ca- 
loric equations of state for (a)  the liquid phase near the interface, 
(b) the interface region, and (c)  the vapor phase near the inter- 
face. Figure 1 illustrates a micro heat pipe with an equilateral 
triangular cross section. The vapor-l iquid interface shown ap- 
plies to a wetting fluid that has receded somewhat, with a rela- 
tively flat liquid film between the intrinsic menisci. This type of 
interfacial configuration is assumed to exist throughout the micro 
heat pipe, even in the condenser region. For a wetting fluid, vapor 
that condenses on the film flows or spreads into the intrinsic 
menisci creating a smooth liquid film. Ideal charging of the micro 
heat pipe will be referred to as a condition when the intrinsic 
menisci in the triangular channels meet in the condenser, forming 
an inscribed hemispherical meniscus (e.g., see Duncan, 1993, 
and Khrustalev and Faghri, 1993). 

A classic thermodynamic derivation for the internal energy in 
the interface region, which is based on a mathematical dividing 
surface and surface excess quantities, can be found from Ad- 
amson (1990). A similar approach is taken in this paper with the 
addition of the disjoining pressure, which accounts for intermo- 
lecular forces due to the close proximity of  a solid substrate in 
the thin film region. This approach therefore does not require any 
data specifying the apparent contact angle. Other assumptions in 
the model include: 

(i)  Thermodynamic equilibrium exists between the liquid 
phase, the interface region, and the vapor region. 

( i i)  Surface tension is not affected by interfacial curvature. 
Under these assumptions, the Gibbs-Duhem equation for the 
liquid phase near the interface region is 

d#t = - ~ d T  + VtdPi, ( 1 ) 

This paper focuses on formulating a thermodynamic model of 
the vapor-l iquid interface that can be applied specifically to mi- 
cro heat pipes. This is done by combining the concepts discussed 
in earlier studies both by Peterson and Wayner. The equilibrium 
thermodynamic model of the vapor-l iquid interface developed 
in this paper includes the effects of an axial temperature differ- 
ence, changes in local interfacial curvature, Marangoni surface 
effects, and intermolecular forces due to the solid substrate. 

Fig. 1 Equilateral triangular micro heat pipe 

where the subscript I refers to properties of the liquid phase and 
the quantities with an overbar represent specific molar quantifies. 
A similar expression can be written for the vapor phase, 

dl.z~ = - S ~ d T  + V~dP~, (2) 

where the subscript v signifies properties of the vapor. Note that 
the pressure in the liquid phase differs from that in the vapor 
phase due to the curved interface (capillary pressure) and the 
disjoining pressure. The augmented Young-Laplace  equation, or 
normal-stress condition at the interface, that accounts for these 
forces is 

Pu = Pt + 2 a K  + 1-I. (3) 

In this expression, 1-I is the disjoining pressure and K is the mean 
curvature of the interface. The mean curvature is defined math- 
ematically in the nomenclature and is equal to one-half the sum 
of the principle curvatures (e.g., see Brand, 1948). A formal 
derivation of the classical Young-Laplace  equation can be found 

N o m e n c l a t u r e  

A = Hamaker constant r = 
Ci = coefficients found in Eq. (18) rc = 
G = interfacial mass flux 

hut = latent heat of vaporization per unit R = 
mole 

hut = latent heat of  vaporization per unit s = 
mass 

K = mean curvature (2K = -V.n,  
where n is the unit normal vector ~ = 
normal to the vapor- l iquid  inter- 
face pointing into the vapor S~ = 
phase) 

l~ff = effective heat-pipe length T = 
= liquid mass flow between the in- T~, = 

terface and tube wall (mass flow Vi = 
rate) 

M = molecular weight V~ = 
Pi = pressure on the liquid side of the 

meniscus x = 
P~ = pressure on the vapor side of the ~ = 

meniscus 
q = heat transfer rate 

radial coordinate 
radius of curvature (capillary ra- 
dius) 
ideal gas constant divided by the 
molecular weight 
characteristic length of a micro 
heat pipe with an equilateral tri- 
angular cross-section 
molar specific entropy in the liq- 
uid phase 
molar specific entropy in the va- 
por phase 
temperature 
saturation temperature 
molar specific volume in the liq- 
uid phase 
molar specific volume in the va- 
por phase 
axial coordinate 
liquid film thickness 

y = change in surface tension with 
temperature = (da/dT)o 

# = chemical potential 
u = kinematic viscosity 

Fl = disjoining pressure 
p = mass density 
a = surface tension 

Subscripts 
avg = average 

c = capillary 
e = evaporator 

eft  = effective 
h = hydraulic 
i = interfacial region 
1 = liquid phase 

max = maximum 
sat = saturation 

v = vapor phase 
0 = reference conditions in the con- 

denser 
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from Adamson (1990). Taking the total derivative of this ex- 
pression and noting da = 7dT produces 

dPo = dPt + 2KTdT + 2 a d K  + d[-l. (4) 

Substituting Eq. (4) into Eq. (2) generates a vapor-phase differ- 
ential chemical potential of 

dlzo = -ff , ,dT + Vo[dPt + 2KTdT + 2crdK + dH].  (5) 

At equilibrium d#t = d#o; equating Eqs. ( 1 ) and (5) yields 

- & d T  + VtdPt 

= - S . d T  + V,,dPt + 2VvKTdT + 2oV~,dK + VodH. (6) 

Rearranging thisexpression assuming that Vo - r~l ~ MRT/P,, 
and noting that S. - S~ = h J T  gives 

hotPo 
dPt = ~ d T -  2 K T d T -  2odK - dH. (7) 

This expression for the change in liquid pressure will be used 
later to explain the thermodynamic behavior of the intrinsic me- 
niscus in micro heat pipes. 

A similar procedure yields an expression for the vapor pressure 
near the interface, 

dP~ -h~,, dT 2aVt dK 2 K ~ T d T  V~ 
dH. (8) 

Po - MR T 2 ~ - MR T MR----T 

Integrating Eq. (8) produces 

= - - K 0 )  

2 K f t y  In T Vi H 
MR T.-~t ~I~T ( - Ho), (9) 

where Ko and H0 refer to the mean curvature and disjoining pres- 
sure at a reference saturation temperature and pressure. Equation 
(9) is a general expression that can be used to explain a number 
of different physical phenomena. This equation reduces to the 
well-known Clausius-Claperon equation under the following 
conditions: The Marangoni term is negligible (third term on the 
right hand side), the interface is flat (K = Ko = 0), and the 
interface is far away from the substrate (H = H0 = 0). Secondly, 
when the interface is far away from the solid substrate under 
saturated conditions, 

Po 2 a ~  
In - -  K. (10) 

Psat M R T  

This expression relates the interfacial vapor pressure to the mean 
curvature of the interface and is the general form for the Kelvin 
equation assuming a flat interface as a reference value (Ko = 0). 
The more common form of the Kelvin equation results when Eq. 
(10) is applied to spherical droplets (K = - 1 / r , ) .  Finally, for 
thin fiat films under isothermal conditions Eq. (9) reduces to 

M R T  P~ 
n = n o - - q - I n T .  (11) 

This is an expression for the disjoining pressure where Ho is the 
disjoining pressure for a flat interface at the saturation tempera- 
ture. A similar relationship for adsorption has been derived by 
Adamson (1990) from the Gibbs equation. Equation ( 11 ) can be 
used to explain how the interfacial vapor pressure changes with 
the disjoining pressure. 

For a wetting film the disjoining pressure is positive. If the 
film thickness is less than the film thickness at the saturation 
pressure (H > 1-10), there is a net attractive force that causes the 
interfacial vapor pressure to be less than its saturation value. This 
can induce adsorption or condensation that will continue until the 
film reaches its saturation thickness. However, if the condensate 

flows or spreads into the adjacent intrinsic menisci, the film can 
remain at a thickness less than its saturation value. Thus, for thin 
films, condensation may be enhanced by the presence of a solid 
substrate. It should be noted that in most cases the film thickness 
will probably be large enough that the disjoining pressure can be 
neglected (>1000 A). In this case, a lower interfacial 
vapor pressure due to interfacial curvature can enhance conden- 
sation because the meniscus is curved toward the wedge apex (K 
is positive). This effect can be explained by the Kelvin equation 
described earlier [Eq. (10)]. 

The relationship above shows that evaporation is suppressed 
by a positive disjoining pressure (attractive intermolecular po- 
tential) unless the film is thicker than its saturation value. For 
thicker wetting films, the molecules are less tightly bound to the 
surface resulting in a reduced disjoining pressure (H < Ho). 
Films thicker than their saturation value therefore tend to evap- 
orate. However, if a fluid becomes partially or fully nonwetting 
at the saturation temperature of interest, the disjoining pressure 
decreases below its reference value or becomes negative forcing 
the interfacial vapor pressure to increase. Consequently, partially 
or nonwetting liquids can enhance evaporation in thin films. 

It is important to note that the effects of the various forces 
discussed to this point have been for very restricted conditions 
(i.e., constant interfacial superheat). Under more practical cir- 
cumstances, most of the conditions discussed contribute to the 
overall behavior of the extended menisci in micro heat pipes. For 
small pressure differences and superheats, a Taylor series expan- 
sion can be used to approximate the nonlinear terms in Eq. (9). 
Using the ideal gas law and rearranging yields 

p, - p~.t = P'~ ( Flo - Il  ) + ( p'~h't 2KTp" I ( T _ T~.t ) 
' Pl \ Tsar P/ ] 

2cr p,, 
- - - ( K - K 0 ) .  (12) 

Pt 

The Kucherov-Rikenglaz equation (1960) is an expression 
commonly used to evaluate the vapor mass flux at the interface. 
A clear concise derivation of this expression is given by Carey 
(1992). For pure fluids, small vapor pressure differences and 
superheats (i.e., those in this paper), the Kucherov-Rikenglaz 
equation can be linearized yielding 

( 2c 1  1,2 
G = \ 2  - C) \2~rRL, , ]  

× ( e v - P ~ , t ) - 2 ~ , ~ t ( T - T ~ , t )  . (13) 

This expression gives the transport of vapor to or from a vapor- 
liquid interface under slightly subcooled or superheated condi- 
tions. For a pure fluid the accommodation coefficient (C) found 
in Eq. (13) can be set equal to unity (Mills, 1965). Note that the 
mass flux given by expression (13) is positive for evaporation. 
During evaporation, Eq. (13) shows that the interfacial mass flux 
increases as the pressure difference increases and decreases as 
the interfacial superheat increases. The mechanisms responsible 
for this behavior require some explanation. It is obvious that the 
mass flux in the vapor phase should increase when the interface 
is superheated because of the increase in the interracial vapor 
pressure. However, although the vapor pressure is higher, the 
more energetic molecules surrounding the interface allow less 
molecules to penetrate into the bulk vapor. Consequently, the 
temperature driving force is an impediment to mass transfer as 
reflected by Eq. (13). Because the saturation pressure and tem- 
perature at the interface are related, the net effect of these op- 
posing driving forces is a positive evaporation heat flux. Similar 
although opposite arguments apply to condensation. The rela- 
tionship between the vapor-pressure driving force and the inter- 
facial superheat, and other driving forces as well, is given by Eq. 
(12). Combining Eqs. (12) and (13) generates an expression 
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reflecting the influence of the 
mass flux, 

Pl \ 27rRL,t ] 

+ (pthol _ 
\ Tsar 

various forces on the interfacial 

I-I0 - H - 2 a ( K -  Ko) 

2 K T - £ f f ) ( T  - Ts.t)]. (14) 

This expression is equivalent, although less restrictive, to that 
derived by Carey (1992) and is well suited to qualitative discus- 
sion assuming reference conditions apply to a fiat saturated film 
that is thick enough to neglect the disjoining pressure. Note that 
the coefficient multiplying the interfacial superheat is always 
positive. 

Under subcooled conditions, condensation occurs, causing the 
film to become thicker; thus, the disjoining pressure remains neg- 
ligible. Because the mass flux is negative, a meniscus with a 
positive mean curvature (curvature toward the wedge apex in a 
micro heat pipe channel) tends to enhance condensation. The 
subcooling in a condensate meniscus tends to increase as the 
meniscus gets closer to the wall, although the mean curvature 
decreases. Eventually, the mean curvature goes to zero and the 
meniscus forms a thick flat film, which lies between adjacent 
menisci in the condenser section of the micro heat pipe. 

Under superheated conditions, the mass flux is positive and a 
positive mean curvature has a deleterious effect on evaporation. 
This effect is constant in the intrinsic meniscus but falls off 
sharply to zero at the interline. As the intrinsic meniscus gets 
closer to the wall the superheat increases, causing the evaporative 
heat flux to increase. Eventually, the interface gets close enough 
to the wall that the attractive dispersion forces cause the disjoin- 
ing pressure to increase. This also has a deleterious effect on 
evaporation because the surface molecules are held more tightly 
to the interface. Although the superheat continues to increase as 
the meniscus get closer to the interline, the disjoining pressure 
eventually becomes large enough to overcome the superheat driv- 
ing force and cause the evaporative heat flux to pass through a 
maximum point. Beyond this maximum, the evaporative heat 
flux decreases until the superheat term in Eq. (14) is equal to the 
disjoining pressure. This creates a nonevaporating superheated 
thin film that separates adjacent menisci in the evaporator section 
of the micro heat pipe. Note that the maximum point in the evap- 
orative heat flux near the interline has been reported by a number 
of investigators for a variety of small capillary structures (Way- 
ner and Croccio, 1971; Stephan and Busse, 1992; Swanson and 
Herdt, 1992). 

Intrinsic Meniscus Region. Equation (7)  can be used to for- 
mulate relationships for the intrinsic meniscus or macroscopic 
interface in micro heat pipes where the disjoining pressure effects 
can be neglected. Comparing Eq. (7) with a rearranged form of 
Eq. (4) and integrating produces the well-known Clansius-Cla- 
peyron equation for the local vapor pressure at the interface. The 
axial temperature difference between the bulk vapor in the evap- 
orator and the condenser is therefore caused by the thermody- 
namic pressure drop, which can approximated by the vapor-phase 
frictional pressure drop. This approximation assumes that the va- 
por-l iquid interface is nearly stationary relative to the vapor and 
momentum losses/recovery in the evaporator/condenser are 
small. The frictional pressure drop can be determined by an ex- 
pression such as the Darcy-Weisbach equation or an expression 
specifically describing the pressure loss in micro channels. Be- 
cause the mean curvature in the intrinsic meniscus is constant at 
any axial position, 2K = 1~re. Substituting the Clausius-Cla- 
peyron equation into Eq. (7) and integrating between the con- 
denser and the evaporator regions of the pipe yields 

a a  ( yTo / 
- + A P ~ +  A P ~  l . ( 1 5 )  

rc,e rc,o r.,~poh~t / 

The reference state is defined in the condenser where r,. = r,.o 
and Po,0 = Pt.o + 1/r,,o. Note that 1/r,,o = 2/rsph .... where ?'sphere 
is the radius of curvature of the inscribed hemispherical meniscus 
described earlier. The linearized Clausius-Clapeyron equation 
(AT/T , .o  = small) has also been used to approximate the tem- 
perature driving force for the Marangoni term in Eq. (15). This 
expression simply shows that the capillary pressure in the evap- 
orator has to be large enough to compensate for the capillary 
pressure in the condenser, the pressure drop in both the vapor 
and liquid phases, as well as the Marangoni effect in the axial 
direction (note that 7 is negative). Aside from the Marangoni 
term, this expression is the same as that derived in the traditional 
manner using a force balance (e.g., see Chi, 1976; Dunn and 
Reay, 1982). 

The steady-state heat transfer rate in a micro heat pipe can be 
determined after relationships for the frictional pressure losses in 
the liquid and vapor phases have been developed. The equilateral 
triangular geometry given by Fig. 1 has been used to develop 
these relationships. The viscous pressure drop for a liquid in tri- 
angular channels has been evaluated by Ayyaswami et al. (1974) 
and used by Xu and Carey (1990) for wetting fluids in small V- 
shaped grooves. The expression developed by Xu and Carey 
(1990) was applied in this paper with the following assumptions: 
(1) axial flow along the groove channel, (2) constant radius of 
curvature at any axial position, (3) linear functional dependence 
of the capillary radius in the axial direction, and (4) negligible 
vapor sheafing at the vapor-liquid interface. Under these as- 
sumptions the liquid pressure drop becomes 

APi = 44.08 ql~ffut 4 ' (16) 
hvtr c,avg 

where the average capillary radius is 

r,.,e + rc.o 
rc,avg -- 2 ' 

and the effective heat-pipe length is 

l~+lc  
/eft = + l a .  

2 

The mass transfer rate has been set equal to the heat transfer rate 
divided by the latent heat of vaporization in Eq. (16). The hy- 
draulic diameter of the liquid has been used in Eq. (16) assuming 
the apparent contact angle of the liquid is equal to zero (wetting 
fluid). 

The viscous pressure drop in the vapor phase has been eval- 
uated in a similar manner using the Darcy-Weisbach expression 
assuming the flow is laminar, 

32uolaeq 
A P o -  2 , (17) 

hut D h A,.,v 

where the vapor-phase cross-sectional area is 

A,.,o = 0.433s 2 - 2.055r~, 

and the vapor-phase hydraulic diameter is 

4A.,u 
D~- 

3s - 4.109r. " 

Combining Eqs. (15) - (17) and rearranging yields an expression 
for the heat transfer rate, 

ohv._./ ( 1  re,e) (18) 
q - Clrc .e  - C2 ~ . , o /  ' 

where the coefficients Ca and C2 are 

44 08 leffU/ (3s -- 4.109r., .vg) 2 
Ca = • r~..vg + 2uflaf (0.433s2 _ 2.055r~,.~g)3 , 
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F i g .  2 Effect of evaporator capillary radius and condenser temperature 
on the heat transfer rate for a single channel. Methanol is the working 
fluid, 

and 

2~vleffTT0 (3s - 4.109r,.,,v~) 2 
C 2 =  - -  

poh~t (0.433s 2 - 2.055r,.avg) 3" 

Note that Cj and C2 are functions of the capillary radius in the 
evaporator and the characteristic length of the micro-heat-pipe 
triangular cross section (s = 104/zm in Fig. 1 ). 

The heat transfer rate for a single capillary channel [ Eq. (18) ] 
has been plotted as a function of the evaporator capillary radius 
for different condenser temperatures in Fig. 2 using methanol as 
the working fluid, l~fe and r,,o have been set equal to 2 cm and 15 
/.zm, respectively. As expected, the heat transfer rate increases as 
the evaporator capillary radius decreases because of the larger 
capillary driving force. The figure also shows that the heat trans- 
fer rate increases with increasing condenser temperature. This 
trend is caused primarily by a favorable change in thermophys- 
ical properties with temperature over the condenser temperature 
range plotted in the figure. For temperatures above approximately 
373 K, the heat transfer rate actually begins to decrease as the 
condenser temperature increases because the reduction in surface 
tension with increasing temperature starts to dominate the trends 
given by Eq. (18). The figure also shows that the heat transfer 
rate is ~1.5 mW at a capillary radius of 0.1 /.zm where the dis- 
persion forces become important. This represents the maximum 
heat transfer rate that can be determined using the intrinsic me- 
niscus formulation. Below this threshold, the liquid pressure drop 
based solely on the intrinsic meniscus [Eq. (15)] no longer ap- 
plies because the capillary pressure or mean curvature is not con- 
stant over most of the groove cross section. However, Fig. 2 can 
still be used to estimate the heat transfer rate if the capillary 
radius is defined as an integrated or effective capillary radius, 
which accounts for dispersion forces. Also note that although the 
liquid in this region is on the order of 0.1 /~m deep, extremely 
large heat fluxes can occur in this region as pointed out by Way- 
ner and Croccio ( 1971 ), Stephan and Busse (1992), and Swan- 
son and Herdt (1992). The large heat flux in this region, how- 
ever, may not affect the heat transfer rate significantly because 
the large heat fluxes may be negated by the small evaporation 
surface area in this region. 

At first glance, the results shown in Fig. 2 appear to disagree 
with those reported by Khrustalev and Faghri ( 1993 ). Khrrustalev 
and Faghri found that for r,.e < 0.1Dh.o, the heat transfer rate no 
longer increased as the evaporator capillary radius decreased, but 
remained constant equal to a maximum value. We believe the 
difference in the two results depends on the pipe geometry 
(length) and the amount liquid charging, both of which deter- 
mine the vapor volume and maximum attainable saturation den- 
sity in the pipe. In other words, the assumption of thermodynamic 

equilibrium at the interface does not allow the density at the 
interface to be greater than its saturation value. If insufficient 
vapor volume is available to allow the high saturation densities 
necessary for high evaporation rates (shorter pipes, high liquid 
charging), both the evaporation rate (or heat transfer rate) will 
reach a maximum for fairly large evaporator capillary radii. We 
believe this is what has occurred for the conditions studied by 
Khrustalev and Faghri. On the other hand, if enough vapor vol- 
ume is available to support high saturation densities and evapo- 
ration rates at the interface (long pipes, low liquid charging), the 
evaporator capillary radius can become very small as proposed 
in this paper. 

The maximum heat transfer rate can be determined using Eq. 
(18) by setting the evaporator capillary radius equal to zero. This 
produces 

qm,x = -5.15 × 10 -3 °'P~hvZts4 (19) 
7 To ut/eft 

This expression defines a "thermocapillary" heat pipe limitation 
because it includes the ratio 7/(r traditionally found in the Ma- 
rangoni number. For most working fluids, thermocapillary con- 
vection causes liquid on the vapor-liquid interface to flow from 
a hot region (evaporator) to a cold region (condenser). Thus, 
thermocapillary convection has an adverse effect on liquid flow 
from the condenser to the evaporator. The thermocapillary limi- 
tation represents the point at which surface flow from the evap- 
orator to the condenser is large enough to prevent liquid from 
returning to the evaporator. This phenomenon is caused by the 
axial temperature gradient that exists between the evaporator and 
condenser. 

The maximum heat transfer rate defined by the thermocapillary 
limitation is plotted in Fig. 3 as a function of the condenser tem- 
perature. Even though the condenser temperature appears explic- 
itly in the denominator, the heat transfer rate increases with in- 
creasing condenser temperature primarily because of the change 
in the thermophysical properties with temperature. The figure 
shows that the heat transfer rates predicted by this limitation are 
generally very large and may not ever be attained even at the 
lower end of the operational temperature range for methanol. 

Thin Nonevaperating Superheated Films. Equation (14) 
can be used to determine thickness of the nonevaporating thin 
superheated film found between the extended menisci. As stated 
earlier, this condition occurs in the evaporator section of the mi- 
cro heat pipe. When the mass flux is equal to zero, Eq. (14) can 
be rearranged to give a general expression for the disjoining pres- 
sure as a function of the disjoining pressure at saturation, the 
interfacial vapor pressure and temperature, and the mean inter- 
facial curvature. The film thickness, which is related to the dis- 
joining pressure, is fundamentally dependent on the electromag- 
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Fig. 5 Local film thickness as a function of the mean curvature for dif- 
ferent values of the superhea t  (To = 293 K) 

netic interactions between the vapor, liquid, and solid (e.g., see 
Ivanov, 1988; Israelachvili, 1985). For demonstrative purposes, 
a potential interaction reflecting only the nonretarded van der 
Waals forces will be assumed. The integrated form of this poten- 
tial is related to the disjoining pressure by H = - A  167r63, where 
A is the Hamaker constant (e.g., see Israelachvili, 1985). Note 
that this expression for the disjoining Proessure is restrictive and 
applies to thin films in the range of 10 A < 6 < 300 A. Using 
this form of the disjoining pressure and solving for the film thick- 
ness gives 

6 =  

- A  

67r 

no + (p,ho,_ R ) 
\Tsat 2 / 

x (Tw - T,a,) - 2cr(K - Ko) 

1 / 3 .  

(20) 

This is an expression for the film thickness as a function of the 
superheat, mean curvature, and the disjoining pressure at the sat- 
uration temperature. The interface temperature has been set equal 
to the wall temperature because very little heat is conducted 
through the film to a nonevaporating interface, making the inter- 
face temperature very nearly equal to the wall temperature. Note 
that the Hamaker constant, A, is negative for a wetting liquid. 
Equation (20) is a more general form of an expression derived 
earlier by Wayner et al. (1976) for superheated nonevaporating 
thin films. 

Figure 4 shows the film thickness for the fiat methanol film 
between intnnsic menisci when H0 is set equal to 2/r~ph .. . .  which 
is the capillary pressure throughout the pipe under isothermal 
conditions (q = 0). In this case, the reference mean curvature 
(Ko) was set equal to zero characteristic of the flat interface be- 
tween adjacent menisci under isothermal conditions. The Ha- 
maker constant for methanol, -1.07 × 10 -19 J, was determined 
using methods described by Israelachvili (1992). Under these 
conditions, Eq. (20) reduces to a form very similar to that given 
by Wayner et al. (1976). The figure shows that the film thickness 
is asymptotic to its isothermal value at superheats less than 10-4 
K. For superheats greater than 2 × 10 -3 K, the film thickness 
tends to decrease linearly as the superheat increases. It is inter- 
esting to note that to sustain superheats on the order of 0.1 K, a 
fiat film has to be extremely thin (approximately 20 ,~). 

As for the nonevaporating thin film between adjacent menisci, 
dryout in micro heat pipes represents a situation where no evap- 
oration occurs at the vapor-liquid interface. When dryout occurs, 
no liquid flows into the dry portion of the evaporator and Eq. 
(20) can be used to describe what is likely a nonevaporating thin 
film in this region. In the previous section, Eq. (18) showed that 

the heat transfer rate for the intrinsic meniscus increases as the 
capillary radius decreases (or mean curvature increases) in micro 
heat pipes. This expression breaks down for capillary radii on 
the order of 0.1 #m because disjoining pressure effects become 
important and the entire meniscus begins to resemble a thin film. 
As the meniscus recedes farther into the wedge channel in the 
evaporator the curvature and disjoining pressure become large 
enough to compensate for the superheat and force evaporation at 
the vapor-liquid interface to cease. When the entire meniscus 
becomes a nonevaporating thin film, dryout has occurred in the 
evaporator. 

Figure 5 gives the film thickness as a function of the mean 
curvature for different values of the superheat when H0 is set 
equal to its isothermal value described earlier. The condenser 
temperature has been set equal to 293 K. For the smaller values 
of the mean curvature ( < 106 m t ), the film thickness is asymp- 
totic to values corresponding to those for a fiat film shown in 
Fig. 4. The figure also shows that superheats greater than 0.1 K 
are required to sustain films with mean curvatures larger than 7 
x 106 m -l . Furthermore, in a micro heat pipe, the mean curva- 
ture is limited to values of the superheat that produce a finite film 
thickness. For each value of the superheat, Fig. 5 indicates that 
the mean curvature is asymptotic to a maximum value when the 
film thickness gets large. The value of Km,x for each superheat 
can be determined by setting the denominator in Eq. (20) equal 
to zero. The locus of maxima for the mean curvature are plotted 
in Fig. 6 as a function of the superheat. At low values of the 
superheat, the maximum mean curvature is asymptotic to a con- 
stant equal to the mean curvature in the condenser under iso- 
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Fig. 6 Locus of maxima in the mean curvature as a function of superheat 
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thermal conditions. For large values of the superheat, the maxi- 
mum curvature tends to increase linearly as the superheat in- 
creases. Because this curve represents the largest attainable mean 
curvature for a given superheat, it can be used to estimate the 
dryout heat transfer rate in micro heat pipes. As stated earlier, 
the mean curvature can be written in terms of an effective cap- 
illary radius, which can then be used in Eq. (18) to determine 
the dryout heat transfer rate. It is important to note that because 
the film thickness and mean curvature are actually coupled, the 
differential form of the mean curvature (2K = - V  'n) should be 
used to determine the local interface morphology under dryout 
conditions. This, however, is beyond the scope of this paper and 
currently under investigation. 

Conclusions  

A thermodynamicmodel of the vapor-liquid interface in heat 
pipes has been developed to define the boundary conditions nec- 
essary for coupling the transport phenomena in the vapor and 
liquid phases. The model, which helps provide additional insight 
into the behavior of the extended meniscus in capillary structures, 
includes changes in local interface curvature, Marangoni surface 
effects, and disjoining pressure. 

When the vapor-liquid interface is treated as an intrinsic me- 
niscus (no disjoining pressure effects), the results show that the 
heat transfer rate is strongly dependent on the magnitude of the 
evaporator capillary radius. This formulation breaks down when 
the evaporator capillary radius is less than 0.1 #m where the 
dispersion forces are the same order of magnitude as the capillary 
forces. Nevertheless, allowing the evaporator capillary radius to 
go its limiting value of zero generates a so-called "thermocap- 
illary" heat-pipe limitation. The heat transfer rates predicted by 
this limitation are generally very large and therefore are not likely 
to be attained in most practical applications of micro heat pipes. 

Including dispersion forces in the thermodynamic formulation 
of the vapor-liquid interface produces a relationship that applies 
to nonevaporating superheated films. These films connect adja- 
cent menisci and cover the entire dry portion of extended menis- 
cus when dryout occurs in the evaporator. The results show that 
under dryout conditions the mean curvature in the evaporator 
approaches a maximum value (minimum capillary radius), 
which increases as the wall superheat increases. 
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Two-Dimensional Rotating Heat 
Pipe Analysis 
A detailed transient numerical simulation of  rotating heat pipes is presented. This two- 
dimensional axisymmetric formulation accounts for  the thin liquid condensate film on 
the inner surface o f  the rotating pipe wall the vapor flow in the vapor space, and the 
unsteady heat conduction in the pipe wall. The thin liquid film is coupled to the vapor 
velocity at the liquid-vapor interface, and the effects of  the vapor pressure drop and 
the interfacial shear stress are included in the Nusselt-type condensation analysis. 

Introduction 
Rotating heat pipes use the centrifugal force generated by the 

motion of the pipe to pump the working fluid from the condenser 
to the evaporator instead of the capillary force in a conventional, 
stationary wicked heat pipe, or gravity in a wickless thermosy- 
phon. The rotating heat pipe was first proposed by Gray (1969), 
who demonstrated that such a heat pipe is capable of transferring 
significantly more heat than a similar stationary heat pipe. With 
the addition of a slight internal taper, a component of the cen- 
trifugal force is used to pump the liquid working fluid to the 
evaporator, which results in significantly thinner condensate 
films and higher heat transfer coefficients. 

The foundation for thin-film condensation analyses, developed 
by Nusselt (1916), concerns laminar filmwise condensation on 
flat plates and circular tubes under the influence of gravity. Nus- 
selt's analysis neglected the shear stress at the liquid-vapor in- 
terface and assumed a linear temperature profile in the liquid film. 
The analysis was expanded by Sparrow and Hartnett ( 1961 ) to 
include centrifugal effects of vapor condensation on a rotating 
cone. Sparrow and Hartnett assumed a constant interfacial shear 
stress, and the analysis was only applicable in the constant film 
thickness region for cones with large cone angles. However, in 
a rotating heat pipe, the interfacial shear force is an unknown 
variable, which is dependent upon the counterflowing vapor. 

Ballback (1969) extended the Nusselt condensation analysis 
for rotating heat pipes by assuming that the liquid film was very 
thin and had a slope much smaller than the cone angle. These 
assumptions, along with neglecting the vapor shear stress and the 
thermal resistance of the wall, allowed Ballback to find a closed- 
form expression for the total heat transfer from the condenser 
section of a rotating heat pipe. 

This work was further developed by Daley (t970), who included 
the thermal resistance of the wall. Daley determined that the tem- 
perature drop across the wall results in a thinner liquid film and a 
higher heat transfer rate. However, neither Ballback nor Daley ac- 
counted for the effects of interfacial shear on the liquid film. 

The problem associated with the interfacial shear stress was 
addressed by Daniels and A1-Jumaily (1975), who incorporated 
a variable shear formulation into the Nusselt analysis for rotating 
heat pipes. This formulation uses the shear stress correlations 
developed for axisymmetric flow in smooth pipes, which was 
recommended by Bergelin et al. (1949). 

As in conventional stationary heat pipes, there is an axial vapor 
pressure drop across the rotating heat pipe. This pressure drop 
was accounted for by Marto (1976) by relating the vapor pres- 
sure drop to both momentum and interfacial shear. The effects 
of interfacial shear stress were included by using the conven- 
tional pipe flow friction factor analysis. 
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
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A more complete rotating heat pipe vapor flow analysis was 
performed by Faghri et al. (1993). A two-dimensional axisym- 
metric formulation was used to determine the influence of rota- 
tion rate on the vapor pressure drop and interfacial shear stresses. 
Faghri et al. found that conventional pressure drop and shear 
stress correlations do not apply in rotating heat pipes, since the 
vapor flow profiles are significantly different from those patterns 
seen in stationary heat pipes. However, heat transfer in the pipe 
wall or the counterflowing liquid film were not considered. 

The present formulation accounts for the vapor pressure drop 
and the interfacial shear stress of the counterflowing vapor, which 
is coupled to the thin liquid film and pipe wall for the entire heat 
pipe. However, rather than using the existing correlations to de- 
termine the shear stress or vapor pressure drop, the actual values 
are determined from the complete transient two-dimensional va- 
por flow analysis. Furthermore, the effect of coupled two-dimen- 
sional heat conduction in the pipe wall is included by solving the 
entire heat pipe as a single-domain problem, instead of only mod- 
eling the condenser section. 

Mathematical Modeling 

Vapor and Wall. In the present analysis, it is assumed that 
the effects of gravity are negligible in comparison to those of the 
centrifugal force. Therefore, the orientation of the rotating heat 
pipe with respect to the gravity vector is not considered. The 
coordinate system and labeling convention for this model are 
shown in Fig. 1. 

The general three-dimensional governing equations are sim- 
plified through the axisymmetric assumption, in which all gra- 
dients with respect to 0 are neglected. Therefore, the differential 
conservation equations for two-dimensional, axisymmetric, tran- 
sient, compressible flow in the vapor space of the rotating heat 
pipe with constant viscosity are as follows: 

Mass: 

Op 1 0 0 
+ r-~r(prvo) + ~z(pWo) = 0 (1) 0--~ 

r-Momentum: 

Ovo __avo _ _U~ + w ~ 

p + vo Or r 

40Zv, 4 Or. 4 uv Op + #  - - +  
= -- 0--7 3 Or 2 3r Or 3 r 2 

O-Momentum: 

[ Ou~ Ou~ vou~ Ou~ ~ 
pk- ~ -  + v~ ~ r  + - -  + w~ r Oz ] 

[ 0% 

102W~ 02Vo ] 

+ az j 

+ Pgr (2) 

lout u~ 02uo ] 
r Or r 2 + Oz 2 ] (3) 

202 / Vol. 117, FEBRUARY 1995 Transactions of the ASME Copyright © 1995 by ASME
Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



z-Momentum: 

[ Ow~ Owo Ow~ 
+  O-gr + Wo z ) 

[ C~2Wv 10wo 10v~ 1 02v. + 40Zw~] ° P + u [ - j + -  + - - +  
= - 0 - ~  r - ~ -  ~r Oz 3 0 ~ r  3 OZ z J 

+ pg~ (4)  

Energy: 

pc. ~+VO~r+W~ 

V I O { OT\ (927] 
= k [ ; ~ r ~ r ~ r ) +  Oz2J 

(o. o. o.) 
+ ~+~OTrr+Wo~ +u~' (5) 

The viscous dissipation term is given by 

,=,[(o0q. 
kOr]  + ( ~ ) 2 +  \ Oz] J + [ r O ( ~ ) ]  2 

+\Oz] + & +  Or] - 3  Or (rv")+ Ozl (6) 

The vapor pressure and temperature are related by the equation 
of state: 

p = pe~g (7 )  

The following energy equation describes the transient two- 
dimensional  heat transfer in the heat pipe wall: 

d l o (rOT~ 02T] 
pwCpw~ = LTO-r\ Or/ + Oz2J (8) 

where Pw and Cpw are the density and specific heat of the pipe 
wall material, respectively. It should be mentioned that the vari- 
ations of  vapor space radius R, and the heat pipe wall thickness 
along the heat pipe have been neglected in the formulations given 
above due to the small taper angle c~ and the relatively short heat 
pipe length. 

Liquid Film 
The assumptions used in the general, Nusselt-type thin-film 

condensation analysis for rotating heat pipes are: 

H e a t  I n p u t  H e a t  O u t p u t  
( E v a p o r a t o r  ( C o n d e n s e r )  

- - L i q u i d  film 

\ 

_ l rh,  

• ------L a L c ,~ 

Fig. 1 Rotating heat pipe configuration and coordinatesystem 

1 The vapor condensat ion is filmwise. 
2 Inertial and convective effects in the liquid are negligible. 
3 The liquid film thickness is much smaller than the vapor 

space radius. 
4 The vapor density is much smaller than the liquid density. 
5 The taper angle is small. 
6 The circumferential velocity and temperature gradients are 

negligible. 

Static force balances in the x and y directions give 

OTI Opl + pt(w2r) sin a = 0 (9 )  
Oy Ox 

Opt pt(to2r) cos a = 0 (10)  
Oy 

where r~ is the liquid shear at any radial position in the film, r is 
the distance from the heat pipe centerline to the control volume, 
and a is the taper angle. The last terms in Eqs. (9 )  and (10)  
result from the rotation of the heat pipe. The component  of the 
centrifugal force parallel to the wall provides the driving force 
for the condensate flow. The boundary conditions for these equa- 
tions are 

y = 0 :  w t = 0  (11)  

N o m e n c l a t u r e  

cp = specific heat at constant pressure, R~ = 
J/(kg-K) t = 

h = convective heat transfer coeffi- T = 
cient, W/(m2-K) u = 

hfg = latent heat of evaporation, J /kg 
k = thermal conductivity, W/(m-K) v = 
L = length, m w = 

= mass flow rate, kg/s  x = 
rho' = evaporation or condensation y = 

mass flow rate per  unit width, z = 
kg/(m-s)  a = 

p = pressure, N/m 2 Ft = 
Q = heat rate, W 
q = heat flux, W/m 2 6 = 

q~ = heat source, Wire z e = 
r = radial coordinate, m # = 

Ri = inner pipe radius, m p = 
Ro = outer pipe radius, m a = 
R~ = vapor space radius = R~ - 6, m 

gas constant, J/(kg-K) r = shear stress, N/m z 
time, s ff = viscous dissipation term 
temperature, K to = rotation rate, rad/s 
tangential velocity component,  
m/s  Subscripts 
radial velocity component,  m/s  a = adiabatic 
axial velocity, m/s  c = condenser 
rectangular coordinate, m e = evaporator 
rectangular coordinate, m 1 = liquid 
axial coordinate, m o = outer wall 
taper angle, deg sat = saturation 
liquid mass flow rate per unit t = total 
width, kg/(m-s)  v = vapor 
film thickness, m w = wall 
emissivity 0 = reference 
dynamic viscosity, kg/(m-s)  oo = ambient  
density, kg /m 3 6 = l iqu id -vapor  interface 
S te fan -Bol t zmann  constant, W/  
(m2-K 4) 
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OWt 
y = 6: ~-1 = /h-~-y = -~-~.~cos a (12) 

where 7-,.~ is the shear stress at the l iquid-vapor interface due to 
the counterflowing vapor. Integrating the y-direction static force 
balance, Eq. (10),  yields an expression for the local liquid pres- 
sure within the condensate film 

Pt = P~I~ + Pt(w2r)( 6 - Y) cos o~ (13) 

where 6 is the condensate film thickness. Differentiating Eq. ( 13 ) 
with respect to x gives 

Opt Op,~ ,~ d6 
Ox - Ox + p t (wZr ) - -~cosa  (14) 

Substituting this pressure relation into the x-direction static force 
balance, Eq. (9) ,  results in 

O~-t 0 2 w t  Op, (cos  c~ d6 sin ) (15) 
Oy - tzt Oy 2 Ox ,~ + Pt(~ar) \ dx - a 

Integrating this relation twice with respect to y, subject to the 
boundary conditions (11 ) and (12),  yields 

lop , ,  

yT~,~ cos c~ (16) 
#t 

Assuming that the slope of the condensate film is much less than 
the taper angle gives 

d6 
sin ce - cos a ~x ~ sin a (17) 

and the liquid velocity relation becomes 

w , =  1 Opt (y2 
#t Ox ~ \ 2 y t /  

+ P ~ ( w " r ) ( Y t - Y ~ 2 )  s i n ° z -  tzt Y~-~'-----2~ c°s °~ #t (18) 

The mass flow rate of the liquid condensate per unit width can 
be found as 

Ft = ptwtdy (19) 

Substituting Eq. (18) for wt into Eq. (19),  the liquid mass flow 
rate per unit width can be expressed as 

[ lp,  Ft = pt(~Zr) sin a + dz ~, J 3tat 

P II'lw 62 OWv 
+ ~ cos c~ Or ,:R, (20) 

At any axial position in the falling liquid film, mass enters the 
fixed control volume, shown in Fig. 1, by condensation or evap- 
oration of the vapor and by liquid flow from the upstream control 
volumes. Since the liquid flow is assumed to be quasi-steady and 
incompressible, all mass entering the control volume must leave 
in the falling liquid film. This relationship can be written as 

F~- + m~" = F~- (21) 

where ' ' m o is the vapor condensation or evaporation mass flow 
rate per unit width over the length of the control volume. The 
superscript ( - ) indicates conditions at the entrance to the control 

volume and ( + )  indicates conditions at the exit of the control 
volume. 

Since the radial vapor velocity is assumed known from the 
solution of the momentum equation in the vapor space, the con- 
densate mass flow rate per unit length, rh ' ,  is also assumed 
known. Using this, and the definition of the liquid mass flow rate, 
Eq. (20),  the conservation of mass relation (21) can be written 
a s  

[ pt(wZr) sin a + -~--ez L ] Pt63 Pt#" 62 0w~' 
+ 2#1 cos ce Or ,'=R, 

= Fi- + pev~dz (22) 

Equation (22) is a third-order polynomial in 6. The solution of 
this polynomial is found by setting the film thickness at the con- 
denser end cap to zero. As a result of the condensate film for- 
mulation in terms of the vapor velocity, the transient nature of 
the condensation problem is preserved. 

In the liquid film, the general energy equation is 

lo?t 0r, 0T,) 
ptc,,,  W +  ,-fir + w, Oz / 

1o ( o t) o (koTt) 
- r O r  rkt Or ] + ~z \ Oz I (23) 

However, under the assumptions used in the Nusselt-type con- 
densation analysis and using a coordinate transformation into the 
x - y  system shown in Fig. 1, this general equation simplifies to 

02Tt 
= 0 (24) 

Oy 2 

The simplified energy equation yields a linear temperature profile 
across the liquid film. This implies that the latent heat of the 
condensing vapor is removed only by conduction through the 
liquid. While this formulation for the condensate liquid flow was 
derived for the condenser section, it also applies in the evaporator 
section of the rotating heat pipe because no assumptions were 
made on the sign of the hi ' .  Therefore, in the evaporator, mass 
is removed from the liquid film by evaporation, and Eq. (22) still 
applies. It should be noted that this falling film analysis is valid 
for only the "critical" liquid fill ratio, which is defined as the 
amount of liquid that produces a liquid film with a zero film 
thickness at z = 0 and L,. 

Boundary Conditions 
At the end caps of the rotating heat pipe, the condensate film 

thickness is zero, and the no-slip condition for velocity and the 
adiabatic condition for temperature are in effect. In addition, the 
application of the no-slip condition for tangential velocity results 
in a linear variation of velocity with respect to the radial position: 

OT 
Z = 0 :  v o = w o = ~ z = 0 ,  uo=raJ, 6 = 0  (25) 

OT 
z = L,: 6 = vo = wo = ~z  = 0 '  uo = rw (26) 

At the centerline (r  = 0),  the radial and tangential vapor veloc- 
ities and the radial gradients of the axial velocity and temperature 
a r e  z e r o :  

Ow~ OT~ 
u~ = ov - - - 0 (27) 

Or Or 

To ensure saturation conditions in the evaporator section (and in 
the adiabatic section since the exact transition point is determined 
iteratively), the Clausius-Clapeyron equation is used to deter- 
mine the interfacial temperature as a function of pressure. The 
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radial vapor velocity at the interface is then found through the 
evaporation rate required to satisfy heat transfer requirements. 

r = R~(z -< Le + La): 

1 Rg In/~'~ i 
T'°"t: ~0-hyg  Po] (28) 

rw 
6 Or ] 

v~ = (29) 
(hs, + c,6T~,,)p~ 

T~ is the temperature at the liquid-vapor interface, T,, is the tem- 
perature at the liquid-wall interface, k~ is the harmonic average 
of the vapor and liquid thermal conductivities at the liquid-vapor 
interface, p~ is the vapor density at the liquid-vapor interface, 
and To and P0 are the saturation reference temperature and pres- 
sure of the vapor, respectively. It is important to mention that 
this saturation relation does not fix a temperature or pressure at 
any point in the rotating heat pipe, but simply defines a relation 
between the known vapor pressure and the unknown saturation 
temperature at the liquid-vapor interface. 

Due to the no-slip condition, the vapor velocity at the liquid- 
vapor interface must be the same as the condensate velocity at 
the interface, and the mechanical force balance at the liquid- 
vapor interface must be satisfied. Even though the shear stresses 
are continuous across the liquid-vapor interface, the velocity 
gradients are discontinuous since there is a viscosity difference 
between the vapor and liquid phases. 

r ---- Rv ' .  

u~ = R~tv, w~ = -w1(6 )  cos a (30) 

Ow~ 
" O = - % . ~ c o s a  = - ~  Or ~=noc°s°~ (31) 

The interfacial liquid velocity is found from Eq. (18). The 
matching shear stress condition, Eq. (31 ), is implicitly satisfied 
in the formulation for the falling film thickness. 

At the liquid-vapor interface in the active portions of the con- 
denser section, vapor condenses and releases its latent heat en- 
ergy. This process is simulated by applying a heat source at the 
interface grids in the condenser section (Cao and Faghri, 1990). 
The interface velocity can be obtained through a mass balance at 
the interface. To account for temperature continuity, the liquid 
temperature is set equal to the vapor temperature at the liquid- 
vapor interface. Therefore, at r = R~ (z > L~ + L,,) 

qs = (hi~ + cv~T~)p~v~ (32) 

T~ = T~[~=~o (33) 

where Cp6 is the harmonic average of the vapor and liquid specific 
heats at the liquid-vapor interface. At the liquid-wall interface 
(r = Rw), the heat flux into and out of the interface must be 
equal: 

OT - Tw 
-k~ Or = k, T~ ~ (34) 

which is automatically satisfied with the conjugate solution tech- 
nique. At the outer pipe wall surface, the boundary conditions 
depend on both the axial position and the mechanism of heat 
transfer being studied (convection or radiation): 

Evaporator: 

OT 
kw-z -  = qe 

o r  r~Ro 

Adiabatic: 

(35) 

OT = 0 (36) 

Condenser: 

< OT : [h(T,,- r~) 
- -fir r~ .o  l~,(r, 4, - r~) 

convection 
(37) 

radiation 

Initial Conditions 

Since this model simulates the transient operation of a rotating 
heat pipe, the initial physical conditions are required for a solu- 
tion of the problem. The temperature of the heat pipe is assumed 
to be uniform at the initial temperature and the heat pipe is as- 
sumed to be stationary before the simulation begins. The initial 
temperature is also assumed to be above the free molecular/con- 
tinuum flow transition temperature based on the vapor space di- 
ameter (Cao and Faghri, 1993). 

The liquid film is determined by the radial vapor velocity, 
so at the initial thermal equilibrium condition, there will be 
no liquid along the walls of the condenser and adiabatic sec- 
tions. In reality, the working fluid will be pooled at the bottom 
of the evaporator section, but the model in this paper does not 
consider the possibility of a liquid pool under any operating 
condition. 

Numerical Procedure 

The numerical procedure followed in this model is an ap- 
plication of SIMPLE as extended to compressible flow by 
Cao and Faghri (1990). The sequence of numerical steps 
taken is: 

1 Input the initial temperature, total heat input, and con- 
denser ambient conditions. 

2 Initialize the pressure, temperature, and velocity fields. 
3 For the first time step, find the film thickness with Eq. 

(22) assuming the vapor velocity and pressure drop are 
equal to zero. 

4 Solve the vapor momentum equations to obtain v*, u*, 
and w* using the guessed pressure distribution. 

5 Solve for the new pressure field and update the previous 
pressure field by employing the continuity Eq. ( 1 ). No- 
tice that since the axisymmetric assumption is used, there 
is no contribution to the pressure correction from the tan- 
gential velocity field. 

6 Calculate v, u, and w in the vapor from their starred values 
using the velocity correction formulas. 

7 With the known vapor velocity fields, determine the con- 
densate film thickness using the quasi-steady Nusselt- 
type analysis, Eq. (22). 

8 Solve the energy equation for the vapor with Eq. (5). 
9 Solve the energy equation in the wall using Eq. (8). 

10 Determine the new p from the equation of state. 
11 Steps 4-10  are repeated until successive iterations differ 

by a small preassigned value (in this case, 0.1 percent of 
the maximum field value). 

Grid independence of the two-dimensional rotating heat 
pipe code was verified by systematically varying the number 
of axial and radial grids. The comparison was performed with 
both a 20 × 40 and 30 × 50 (radial × axial) mesh with less 
than 2 percent maximum difference between the solutions. 
The present grid (20 × 40) was chosen since it optimizes the 
accuracy of the result with minimal required computational 
time. 

Results and Discussion 

The complete rotating heat pipe simulation was performed for 
the heat pipe experimentally studied by Daniels and A1-Jumaily 
(1975) for a heat input of Q = 800 W and a rotational rate of 
= 600 rpm. The dimensions of this heat pipe are L, = 0.325 m, 
Le = 0.05 m, L~ = 0.123 m, L,. = 0.152 m, Ru = 0.02125 m, R,, 
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Fig. 2 Numerical simulation of the low-temperature rotating heat pipe: 
(a) temperature contours (K); (b) velocity vectors in the r-z plane (m/s) 
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= 0.02650 m, and a = 2 deg. The heat pipe wall is copper and 
the working fluid is Freon-113. A true comparison with actual 3 5 0 -  
experimental data is impossible due to the assumption for the 
outer heat transfer coefficient. An approximate heat transfer co- 
efficient (600 W/(m 2-K) ) was determined from an examination 
of the wall temperature profile given by Daniels and A1-Jumaily. 
Since both the wall temperature and total heat input were given, 
the assumption of an ambient temperature is needed to obtain the 
external convective heat transfer coefficient. 

The two-dimensional steady-state temperature contours and 
velocity vectors are shown in Fig. 2. In Fig. 2(a),  the uniform 
nature of the temperature profiles can be clearly seen. The heat 
pipe vapor core is nearly isothermal, with temperature variations 
of less than 6°C. Due to rotation, the radial location of the max- 
imum axial velocity has shifted toward the liquid-vapor inter- 
face, as shown in Fig. 2(b).  This shift results in a region of 
higher vapor velocity near the liquid-vapor interface and a re- 
gion of reverse flow near the centerline. These effects were also 
observed by Faghri et al. (1993) in their study of rotating heat 
pipe vapor flow dynamics. 

The axial variation of the outer wall temperature is shown 
in Fig. 3 (a) .  This assumed heat transfer coefficient resulted 
in the isothermal operation of the rotating heat pipe, which 
can be seen in Fig. 3 (b) ,  where the centerline vapor temper- 
ature is nearly constant along the length of the rotating heat ~ ,  
pipe. Daniels and A1-Jumaily (1975) determined the vapor "~, 
temperature with two pressure transducers located on the cen- 
terline at the two end caps, where the vapor was assumed to I~ 
be saturated. As can be seen in Fig. 3(b) ,  the assumption of 
a saturated vapor is valid since the vapor velocity is low 
enough to neglect compressibility effects. 

The transient variation of the axial vapor velocity along the 
centerline is shown in Fig. 4(a) ,  where the flow reversal can be 
clearly seen. The centerline vapor velocity is initially positive, 
and becomes negative as the blowing rate increases due to heat 
conduction in the pipe wall. Initially, the vapor velocity in the 
heat pipe is very small since the heat added at the outer wall 
surface of the evaporator has not yet been transferred through the 
pipe wall to the liquid working fluid by conduction. Additionally, 
since the heat pipe is stationary at t = 0.0 s, there is a time lag 
between the application of the rotation and the observation of the 
rotational effects. In this case, the rotation is applied at t = 0.0 
s, and the inertial effects of the rotating pipe wall are neglected. 
However, the angular acceleration of the vapor is considered in 
the formulation, and it can be seen in Fig. 4(a)  that the inertial 
effects of the rotating vapor cannot be neglected because the 
variation of the vapor flow is controlled by heat conduction in 
the pipe wall. 

Since the heat pipe uses a low-temperature working fluid with 
a moderate external condenser heat transfer coefficient, the heat 
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Fig. 3 Numerical simulation of the low-temperature rotating heat pipe: 
(a) transient outer pipe wall temperatures; (b) transient centedine vapor 
temperatures 

pipe operates isothermally. Furthermore, the large molecular 
weight of Freon-113 and the large vapor density result in verry 
small vapor velocities, the maximum value of which is 1.19 m/ 
s, as shown in Fig. 2(b).  These two factors suggest that the axial 
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Fig. 4 Numerical simulation of the Iow-temperatura rotating heat pipe: 
(a) transient axial centerline vapor velocities; (b) transient axial centerline 
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vapor pressure drop should be very small, which is indeed the 
case as shown in Fig. 4(b) .  In fact, the radial pressure variation 
is nearly negligible. This fact was seen by Faghri et al. at lower 
rotational speeds. 

The vapor flow dynamics are shown in Figs. 5 -7 .  In Fig. 
5, the effect of rotation on the transient axial vapor velocity 
is shown. In the evaporator section, Fig. 5(a) ,  the blowing 
caused by evaporation of the working fluid balances the cen- 
trifugal force. This results in a "wider" vapor flow core with 
a lower axial velocity. It should be noted that the axial velocity 
at the l iquid-vapor interface is not zero due to the counter- 
flowing liquid film. This results in a slightly higher shear stress 
at the interface than that predicted by other studies, which 
neglect the contribution of the liquid film. In the adiabatic 
section, vapor flow reversal at the centerline can be observed, 
indicating a shift of the maximum vapor velocity toward the 
l iquid-vapor interface. Since no phase change occurs in the 
adiabatic section, unless axial heat conduction in the pipe wall 
is significant, there is no blowing velocity at the wall to bal- 
ance the centrifugal force, which results in a narrower annular 
vapor flow core than in the evaporator. However, in the con- 
denser, the condensation of the working fluid aids the centrif- 
ugal force, resulting in a very narrow vapor flow core, as 
shown in Fig. 5(c).  

The radial vapor velocity variation can be seen in Fig. 6. In 
the evaporator, Fig. 6 (a ) ,  the effect of conduction in the pipe 
wall can be seen in the increase of the blowing velocity with 
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Fig. 5 Transient radial variation of the axial vapor velocity at: is) z lL  = 
0.075; (b) z lL  = 0.35; (c) z lL  = 0.775 
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0 .025  

time. It should also be noted that this simulation does not as- 
sume a constant blowing velocity at the l iquid-vapor inter- 
face. The blowing velocity variation allows a more complete 
prediction to be made for the flow patterns in the evaporator 
and adiabatic sections. In the adiabatic section, Fig. 6(b) ,  the 
effect of rotation can be seen as the radial vapor velocity is 
nonzero at the radial position of the maximum axial velocity. 
Furthermore, transient axial conduction in the pipe wall results 
in a slight blowing velocity during the early times in the adi- 
abatic section. 

Finally, the transient radial variations of the tangential va- 
por velocity are shown in Fig. 7. The most significant obser- 
vation to be made from these figures is that a rotating heat 
pipe does not undergo solid-body rotation, i.e., the radial vari- 
ation of the tangential vapor velocity is nonlinear. The solid- 
body rotation assumption has been made in several previous 
studies of rotating heat pipes and is clearly incorrect for this 
case. Additionally, it should be noted that the shape of the 
tangential velocity variations are not constant in the three heat 
pipe sections. In the evaporator, Fig. 7 (a ) ,  the blowing ve- 
locity induced by the phase change of the working fluid dom- 
inates the flow patterns, resulting in a nearly constant tangen- 
tial velocity region over a large portion of the vapor space 
cross section. In the adiabatic section, Fig. 7 (b),  the flow pat- 
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Fig. 7 Transient radial variation of the tangential vapor velocity at: (a) zl 
L = 0.075; (b) zlL = 0.35; (c} zlL = 0.775 

tern can be seen to have a more gradual radial variation. In 
the condenser section, Fig. 7 (c ) ,  condensation of the working 
fluid increases the gradient of the tangential vapor velocity at 

the l iquid-vapor interface. It should be noted that the tangen- 
tial vapor velocity is constant at the l iquid-vapor interface 
due to the no-slip condition. 

Conclusions  

A transient two-dimensional model of a rotating heat pipe 
has been presented. It was shown that the complex vapor 
flow patterns in a rotating heat pipe are strongly dependent 
upon the operating temperature and vapor density due to 
coupled boundary conditions. These flow patterns influence 
the vapor temperature and thus the performance of the heat 
pipe. The influence of interfacial vapor shear stress on the 
liquid film thickness and subsequent thermal resistance 
across the film was also discussed. Finally, the vapor flow 
dynamics showed that the vapor velocity field is significantly 
different from that of conventional heat pipes without rota- 
tion. 
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Analysis of Asymmetric Disk- 
Shaped and Flat-Plate Heat 
Pipes 
An analytical investigation and conceptual design of a disk-shaped asymmetric heat 
pipe is presented in this work. Using the conservative formulations for the steady in- 
compressible vapor and liquid flow for a disk-shaped heat pipe, an in-depth integral 
analysis is applied. Analytical results for the asymmetric vapor velocity profile, the 
vapor and liquid pressure distributions, and the vapor temperature distribution in the 
heat pipe are obtained and compared to those of rectangular flat-plate heat pipe. The 
analysis establishes the physics of the process and the intrawick interactions for the 
disk-shaped heat pipe. The effects of variations in the thicknesses of the vapor channel 
and the wick as well as the heat pipe on the performance of both disk-shaped and 
rectangular flat-plate heat pipes are analyzed in detail and compared with each other. 
The factors limiting heat pipe performance are discussed and the results show that the 
disk-shaped heat pipe, while utilizing a smaller surface area and being more adaptable 
to several application areas, significantly increases the heat transfer capability per unit 
surface area compared to rectangular flat-plate heat pipe. 

Introduction 
Heat pipes have been studied extensively in the last three de- 

cades. Almost all of the studies, both numerical and experimen- 
tal, have focused on the operation and performance of cylindrical 
heat pipes or concentric annular heat pipes having a symmetric 
heat source and sink (Tien, 1975; Winter and Barsch, 1971; 
Faghri, 1986). While theoretical bases of these symmetric heat 
pipes have been well established for a wide variety of application 
areas, the application of heat pipes to asymmetric heat sources 
and the investigation of asymmetric heat pipes has been mostly 
neglected. 

Ooijen and Hoogendoorn (1979) studied the vapor flow nu- 
merically in a flat-plate heat pipe with adiabatic top wall. Assum- 
ing the same injection and suction velocity, they solved the mo- 
mentum equations for steady laminar incompressible two-dimen- 
sional vapor flow using a finite-difference method. In their work 
no change of phase was involved and the wick and the liquid 
flow were neglected. Vafai and Wang (1992) investigated the 
operation and overall performance of an asymmetric rectangular 
flat-plate heat pipe using a detailed integral analysis. The study 
was based on steady, incompressible vapor and liquid flow with 
pseudo-three-dimensional vapor flow field bifurcated on the x -  
y plane due to the asymmetric nature of heat source and sinks. 
The analytical results for the shifted vapor velocity profiles on 
the x - y  plane, the overall axial pressure distributions in both 
vapor and liquid phases, and the axial vapor temperature distri- 
bution in the heat pipe were obtained. The good qualitative agree- 
ment between the results obtained and those based on the solution 
of the field equations for the conventional symmetric cases 
(Dunn and Reay, 1982; Ivanovskii et al., 1982) and asymmetric 
case (Ooijen and Hoogendoorn, 1979) demonstrated that the in- 
depth integral method provides accurate results on modeling the 
flow and heat transfer characteristics of asymmetric flat plate heat 
pipes. 

Compared to the rectangular flat-plate heat pipe the disk- 
shaped heat pipe is more adaptable to several application areas 
due to its geometry and smaller surface area. Maezawa et al. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 1993; 
revision received April 1994. Keywords: Augmentation and Enhancement, Heat 
Pipes and Thermosyphons, Phase-Change Phenomena. Associate Technical Editor: 
A. Faghri. 

( 1981 ) studied the heat transfer characteristics of a disk-shaped 
rotating, wickless heat pipe. They concentrated their study on the 
condensate layer and found the condensate velocity distribution 
by establishing the force balance within the condensate layer. 
Having no wick in the heat pipe and utilizing centrifugal forces 
for condensate return, they applied Nusselt's theory of laminar 
film condensation to the condensate layer and obtained the heat 
transfer rate by assuming a linear temperature distribution within 
the condensate film. In their study the disk-shaped heat pipe is 
considered to be a special type of rotating heat pipe with sym- 
metric heat source and sink. 

In the present work the vapor and liquid flow in a disk-shaped 
heat pipe heated asymmetrically, the overall heat pipe perfor- 
mance, as well as the conceptual design are investigated analyt- 
ically. Using the conservative formulations for the steady incom- 
pressible vapor and liquid flow in the heat pipe, an in-depth 
integral analysis is employed to obtain the velocity profiles and 
overall pressure distributions for both vapor and liquid phases. 
The heat transfer capability for different sizes of the disk-shaped 
heat pipe is obtained based on the capillary limit and is compared 
with that of the rectangular fiat-plate heat pipe proposed by Vafai 
and Wang (1992). The effects of variations in the thickness of 
the wick and the vapor channel as well as the overall thickness 
of the heat pipe on the performance of both disk-shaped and 
rectangular fiat-plate heat pipes are analyzed and compared to 
each other. 

A specific application will be considered for the disk-shaped 
heat pipe used in our analysis, namely, Boron Neutron Capture 
Therapy (BNCT), which has an important medical application. 
A description of this application is given in the literature (Vafai 
and Wang, 1992). The disk-shaped heat pipe, with heavy water 
as working fluid, is more suitable for the BNCT application than 
the rectangular flat-plate heat pipe due to its size, geometry, and 
thermal performance and will be used to remove the high heat 
flux generated by the proton bombardments of the lithium target. 
However, it should be noted that all of the analytical results are 
completely general and apply to various configurations of both 
symmetric and asymmetric disk-shaped heat pipes. 

Analysis and Formulation 
The schematic diagram of the heat pipe under study is shown 

in Fig. 1. The heat generated from the proton bombardment of 
the lithium target is imposed on a portion of the bottom part of 
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the heat pipe and causes the vaporization and subsequent pres- 
surization of the liquid in the wick. Part of the vapor is condensed 
on the opposite surface of the evaporator; however, most of it is 
condensed downstream of the evaporator. The vapor space is 
divided into several channels by vertical wicks, which transport 
liquid from the upper wick to the lower wick. Any one of the 
internal channels can be considered as a building block for the 
disk-shaped heat pipe. Therefore, we will concentrate on the fluid 
flow considerations within one of these channels (Fig. 1 b).  Once 
the fluid flow characteristics within one of the channels are de- 
termined, the fluid flow characteristics of the entire heat pipe can 
be easily established. The results of this analysis are applicable 
to any number of channels, any specified thickness of the wick, 
as well as any specified thickness of the disk-shaped heat pipe. 

In our analysis the position coordinates, velocities, pressures, 
and temperature are nondimensionalized by h21)l/1/v, h, ~,  v~, u~/ 
h, pvv 2, and h1JR,  where uo is the vapor kinematic viscosity, v~ 
is the vapor injection velocity, which is related to the input power 
through vl = Q/p~A~hlg, po is the vapor density, h and • are the 
height and angle of the vapor space for any one of the vapor flow 
channels, hlu is the latent heat of the working fluid, and/~ is the 
ideal gas constant. 

In the heat pipe research performed to date, researchers have 
made some traditional assumptions in modeling and analysis. An 
important assumption made by various researchers is that the 
capillary porous wick is always saturated with liquid phase work- 
ing fluid and vapor flows only in the core region during the op- 
eration of the heat pipe. Hence, evaluation of the effective ther- 
mal conductivity and formulation of the capillary pressure were 
simplified. This assumption will be employed in the present in- 
vestigation. We will also make the following common assump- 
tions, which are usually made in analyzing the heat pipes: 

1 Vapor and liquid flow are steady, laminar, and subsonic. 
2 Transport properties for the vapor and liquid are taken as 

constants. 
3 The vapor injection and suction rate are uniform in the 

evaporator and condenser sections. 
4 The vapor velocity component in the 0 direction is negli- 

gible since the injection and suction on the vertical wicks 
are negligible. However, the 0 component of the liquid 
velocity is considered in the analysis. 

1 Vapor Phase Analysis. Based on these assumptions, the 
continuity Eq. ( 1 ) and the r-direction momentum Eq. (2) govern 
the vapor f low 

O u____~+~ Or: u +~ 
Or + + Oy----- 7 + ~ = 0 (1)  

O u .  + O.__jo + 

u + Or---- 7 + v + Oy+ 

_ 1 0 u  + u + Op + 1_~ [ OZu + + 

Or + + Re~ [ 0 ( r + )  2 r + Or + (r+) 2 

Re 2 02u~ 1 OZu~ + ] 
+ h O(y+)--------~ + ~2(r+)~ 0(0+)~2 I 

(2) 

In these equations Reh = v~h/u~ is defined as the injection Reynolds 
number. The associated boundary conditions of the problem are 

uo+(r +, y+, O) = u~(r  +, y+, 1) = 0 (3) 

u+(r + , 0 , 0  +) = u+(r +, 1,0 + ) = 0  (4) 

uo+ (0, y+, 0 +) = u~-(R +, y+, 0 +) = 0 (5) 

v+(r +, O, 0 +) = - v ~ ,  

- v  (O <- r + <- ~oR +) 
v+(r + , 1 , 0  +) = +v~ (~ °R+ <_r + '<R+) ,  (6) 

As indicated in Eq. (6), within the 0 -< r + --< ~oR + region, the lower 
wick acts as the evaporator and the upper wick as the condenser. 
However, both upper and lower wicks act as condensers within the 
~oR + --< r + <- R + region. The parameter ~o will be established later. 

(a)  Velocity Profile. Based on the numerical results given 
by Narayana (1986),  Faghri (1986), and Sorour et al. (1987), 
a parabolic velocity profile will be used for vapor flow within 
the heat pipe. The dimensionless velocity profile u + ( r  +, y +, 0 +) 
will be represented by a functional product in the r +, y+, and 0 + 
directions; that is 

u+(r+ ,y+ ,O +) 

= U+o(r+)[ao + aly  + + a2(y+) 2] 

X [e0 + c10 + + c2(0+) 21 (7) 

where Uo+(r +) denotes the maximum velocity for u+(r ÷, y+, 
0 +) on every transverse surface along the r + axis. Because of 
the symmetric conditions in the 0 + direction (i.e., boundary con- 
ditions (3) ) ,  the constants Co, Cl, and c2 for the 0 + component 
of u+(r +, y+, 0 +) are easily specified as 

[Co + clO + + c2(0+) 2] = 40+(1 - 0 +) (8) 

N o m e n c l a t u r e  

A e  = 

Atotal = 

f ( r )  = 

f+(r  +) = 

h =  

h~ = 

htotal "~ 

hw = 

h ~ =  

K =  

evaporator area, m 2 K + = 
total external surface area of 
the heat pipe, m 2 ke = 
location of the maximum va- 
por velocity, m 
dimensionless location of the Po = 
maximum vapor velocity Pt = 
height of vapor space for the Pv = 
heat pipe, m p/ '  = 
latent heat of working fluid, 
kJ/kg p~- = 
thickness of the heat pipe = h 
+ 2hw, m p~, = 
thickness of the wick, m 
dimensionless thickness of the £xPc,p = 
wick = hw/h 
permeability, m 2 Axp/ = 

dimensionless permeability = Apv = 
K/hl  
effective thermal conductivity A p t  = 
of the liquid-saturated wick, 
W/mK 
saturation pressure, Pa Ap~ = 
liquid pressure, Pa 
vapor pressure, Pa 
dimensionless liquid pressure a m a x  = 

= p t / p t V ~  

dimensionless vapor pressure qb . . . .  = 

= pvlp~v~ 
dimensionless saturate vapor r, y = 
pressure = poo/p,,v~ r +, y+ = 
capillary pressure head gener- 
ated by the wick, Pa r, = 
overall liquid pressure drop 
along the heat pipe, Pa 

overall vapor pressure drop 
along the heat pipe, Pa 
overall dimensionless liquid 
pressure drop along the heat 
pipe = p/'- - pff,, 
overall dimensionless vapor 
pressure drop along the heat 
pipe = p J- - p~, 
maximum input heat power un- 
der capillary limit, W 
maximum heat flux for boiling 
limit, W/m 2 
coordinates, m 
dimensionless coordinates; r ÷ 
= rv~/h2vl, y+ = y/h 
nucleation radius of the vapor 
bubbles, m 
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Fig. 1 
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Schematic of the disk-shaped heat pipe: (a) geometry of the heat pipe, Ib) the coordinate system used in the analysis 

where 0 + = 0/4). Since the angular component  of  uo+(r +, y+,  
0 +) given by Eq. (8 )  is uncoupled from r + and y+,  the r + and 
y + component  of u + ( r  + , y +, 0 +) can he determined by concen- 
trating only on the r + - y +  plane. Therefore, the velocity profile 
in the r + - y +  plane is 

uo+(r +, y+) = Uo+(r+)[ao + aty÷ + a2(y+)2].  (9 )  

The vapor flow in the heat pipe does not have a symmetric ve- 
locity profile in the r ÷ - y ÷  plane. The location of  the maximum 
vapor velocity will be shifted toward the upper plate due to the 
vapor injection from the heating side of the lower plate. As the 
vapor flows downstream, the location of the maximum velocity 
will gradually shift toward the centerline due to the presence of  
symmetric cooling conditions. To account for this feature, the 
velocity profile in y ÷ direction will be divided into two parts 
based on the location of  the maximum velocity (Fig. 2 ) :  the 
upper part (0 ~ y+ _< f+(r+))  and the lower part ( f + ( r  ÷) _< 
y + -< 1 ). The location of  the maximum velocity, y ÷ = f ÷ ( r  ÷), 

is also the location corresponding to zero shear stress for the 
velocity distribution on the r ÷ - y ÷  plane. Applying boundary 
condition (4)  and 

u+(r+, f+(r+) )=  U+(r+), Ou+(r+'Y+)[ = 0  
Oy+ y + = f + ( r  + ) I 

to Eq. (9 )  will result in the following velocity profiles: 

u~+(r+,y +) 

[ y+ __ ( y+ ~2] 
u~+(r+)L2 f+(r+)  \ ~ r ~ S ]  J 

(0 -< y+ ~ f + ( r + ) )  

( f+ ( r  ÷) --~ y+ --~ 1). 

N o m e n c l a t u r e  ( c o n t . )  

rw = porous radius of wick, m u?  = 
R = radius of the disk-shaped heat 

pipe, m u~ = 
R ÷ = dimensionless radius of the 

disk-shaped heat pipe Uo + = 
= ideal gas constant = 8.31433 

kJ/(kmole. K) v l = 
Reh = injection Reynolds number  = 1) 2 = 

vth/u~ 1)i ~ = 
T~ = vapor temperature, °C 

T~ + = dimensionless vapor tempera- v~ = 
t u r e =  T~R/h:~ 

To+~ = dimensionless saturate vapor c = 
temperature = To~R /h:8 0 = 

AT~ + = dimensionless vapor tempera- 0 + = 
ture drop along the heat pipe 
= T~ + - Tg, ul = 

u~ = liquid velocity, m/s  
u~ = vapor velocity, m/s  u~ = 

/J+ = 

dimensionless liquid velocity = 
udvt 
dimensionless vapor velocity = 
Uo[1) l 
dimensionless vapor velocity 
component  in r + direction 
vapor injection velocity, m/s  
vapor suction velocity, m/s  
dimensionless vapor injection 
velocity = vl h/u~ 
dimensionless vapor suction 
velocity = v2h/u~ 
wick porosity 
coordinate 
dimensionless coordinate = 0/ 

kinematic viscosity of liquid, 
m2/s 
kinematic viscosity of vapor, 
m2/s 
dimensionless kinematic vis- 
cosity = ut/uo 

Pt = liquid density, kg /m 3 
Po = vapor density, kg /m 3 

p+ = dimensionless density = p/p~ 
at = surface tension of the working 

liquid, N/m 
cp = square root of  the ratio of the 

evaporator area to the heat pipe 
area; ~o 2 = Ae/TrR 2 

= angle of  each divergent vapor 
channel  of disk-shape heat pipe 

Subscripts 

e = evaporator 
I = liquid phase 
v = vapor phase 

w = wick 

Superscripts 
+ = dimensionless quantities 
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Fig. 2 Different regimes, which are analyzed for the vapor and liquid phases in the r -y  plane of the heat pipe 

The two unknowns  U~-(r +) and f + ( r  +) in Eq. (10)  
will be determined by integrat ing the cont inui ty  Eq. 
(1)  and the momen tum Eq. (2 ) .  Integrat ing the con- 
t inuity Eq. (1)  with respect to y+ from 0 to 1 and sub- 
stituting the velocity profile given by Eq. (10)  into 
the integrated equation and applying boundary  condit ions 
given by Eqs. (4)  and (6)  will result in an expression for 
U~-(r+): 

U:(r  + ) 

{ 3(v~- - v ~ )  ,+ 
r (0 <- r + ..~ ¢pR + ) 

4 

3v~- 1 
- - 2 - 7  [ ( r+)2  - (R+)E] (~°R+ -< r+ < R+) '  

(11) 

As expected, Uo + (r  +) is related to vapor injection and suction 
velocities. Recognizing the fact that U~-(r + ) must be continuous 
at r + = ¢pR + will result in 

/_2°3_ (12) 

Using Eq. (12),  Eq. (11) can be written as 

f31 
- ~ o  2 

2 2  ~0 2 Rehr + (0 --< r ÷ --< ~oR +) 

~o2 Reh 
U+(r+)= 223 ---~ oz r + [ @ + ) 2 _ ( R + ) Z ]  (13) 

(tpR ÷ < r + _< R+). 

The f + ( r  +) will be determined by integrating the r+-momentum 
Eq. (2) with respect to y+ for either the lower part or the upper part 
of the vapor space. It should be noted that in the 0 -< r + -< qoR + 
region, there is a mass flow crossing the interface between the two 
control volumes I and III within the vapor phase (Fig. 2) due to the 
vapor injection from the lower wick and suction from the upper 
wick. However, in the cpR + -< r ÷ - R + region, due to the symmetric 
boundary conditions on both upper and lower wicks, there is no 
mass exchange between the two control volumes H and IV. Since 
the dimension in the r + direction is much larger than the transverse 
length in the vapor channel, the shear stress in the r + direction will 
be neglected (Narayana, 1986; Faghri, 1986)• We have also been 
able to confirm that the shear stress in the r + direction is negligible 
when it was accounted for in the analysis. The above-mentioned 
considerations will result in the following set of equations for the 
upper part of the vapor space: 

- -  (u+(r+'y+'O+))ZdY+ - U+(r+)J(O+) u+(r+'y+'O+)dY+ + $o r ---~(u+(r+'y+'O+))2dy+ 
dr + ~o ,,o 

,+(r+) i ff+(r+)Op+ [Y+(r+)OZu+(r+,y+,O+) 
- U~+(r+)J(O+)Jo 7 u:(r+'y+' O+)dY+ - U~+(r+)J(O+)v~ = -do  Or ' T d y +  + .,o O(y+) 2 dY+ 

1 [ U , u : . . . , o + )  , r-- . ,o.: .+, . ,o+, ] 
R e~  ( r + )  2 d y + - ¢ 2 5 o  0 ( 0 + ) 2  dy + ( 0 <  r+--<qoR +) (14a) 

and 

d f/+('+) ff (u+(r+,Y +, O+))2dy + _ ( U + ( r + ) ) 2 ( j ( O + ) )  2 df+(r+_____~) +(r+) 1 + + + 
dr +~o dr + +~o -~ (u~(r  ,y  ,O+))2dy + 

=_f~+.+)op: f , ' , . , o2 . : ( r+ , y . , o  ` l[f[+(:'.Y(r+,y+,O +) 
Or + dY+ + ~o 0(y+)  2 ) dY+ - Re---~ (r+) 2 dY+ 

1 ff+(:'O2uo+(r+,y+,O+)dy+] 
-- ~)""~ t r0  0 ( 0 + ) 2  (q0R + --< r + --< R +) (14b) 

212 / Vol. 117, FEBRUARY 1995 Transactions of the ASME 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where J(O +) = 40+( t  - 0+). Using the vapor velocity profile 
and the average vapor pressure in each transverse plane in Eqs. 
(14a) and (14b) will result, after a very lengthy analysis, in the 
following expression for the rate of change o f f  + ( r  ÷ ) 

within the vapor phase is neglected (Winter and Barsch, 
1971; Ivanovskii et al., 1982). The dimensionless temperature 
profile based on the Clausius-Clapeyron equation can be found 
from 

I - 2 (1  - ~o2)J(O +) 10 t ' .  8 \ - I  . . . .  . 10 5 ¢  2 

[ - - -~ -_ - - - - -~ - - - - - -+  3Re~- r+)2~kl  + o2j~(o+))J ] ( r )  + Rehf-G-(r+) 2 _ t p  2 

1 " ' 2  2 "~+ ' r+"  d +~ 2 2 + u~ - ~o )y ~ ) P~ / - ~o " O < r  + < "  R +~ 

df+(r+)_ ~ ~ ~ r + J - O - - ~  + ~ -- - -~  ) 

6qo2J(0+) + 2 1 8 + + 3 ( r+)  2 dr+ I [ ~ ( 3 ( F + ) 2 + ( R  ) ) - K 2 5 ~ 3 ( 1  + ~ ) ] f  ( r ) - ~ f f - - - -  1 
/ L 3 t Z -  ~o ) Keh\ ',P Jib' ) / J  Keh f+(r +) 

2 -- tp 2 (r+) 3 f+(r  +) dp +] 20(2 - qo 2) 
+ ~-5-j~-~ ( - ~  ( - ~  Re~ --d--r+ ~ 2hpZJ(O+)r+[(r+)2 - (R+) z] 

GoR +_< r + < R + ) .  

(15) 

Since U + ( 0 )  = U+(R ÷) = 0, and the veloci ty  dis- 
t r ibut ions at r + = 0 and r + = R + are uniform, the 
boundary condit ions for the function f+(r  +) are taken 
as f + ( 0 )  = f+(R +) = 1/2. The use of  Eqs. (8 ) ,  
(10) ,  (13) ,  and (15)  in Eq. (7)  will  provide us with the 
complete  veloci ty  profile within the disk-shaped heat pipe 
assembly. 

AT+(r+) =(T~)21 lnp +(r+)- lnp~ ] 
1 - T~(~np~L-lnp~,+(r+))  (18) 

where T~, = Too/(hfg/R) is the dimensionless saturation temperature. 

2 Liquid Phase Analysis 

(b) Pressure Distribution. The pressure distribution in the 
vapor phase can be obtained by integrating the r÷-momentum 
Eq. (2) within a channel bounded by porous wicks. Introducing 
continuity Eq. ( 1 ), the velocity profile given by Eqs. (8) ,  (10),  
(13),  and (15) and boundary conditions given by Eq. (6) into 
the integrated momentum equation will result, after a very 
lengthy analysis, in the following expression for the pressure 
gradient: 

(a) Velocity Profile. Since both upper and lower wicks in 
the tpR + <- r + -< R + region act as condensers, the condensate in 
both upper and lower wicks of the ~oR + ~ r + --< R ÷ region (sec- 
tions 4 and 2 of Fig. 2) flows directly toward section 3 and sec- 
tion 1, respectively, along the horizontal wicks. There is no liquid 
exchange through the vertical wicks in the tpR + -< r ÷ -< R + 
region due to the symmetric boundary conditions. Therefore, the 
condensate will have only one velocity component, u {, along the 

dr + { 2 ( 1 - ~ p  2) ~ ' [ 2 4 ( 1 - - ~ ) R e h +  + 1 ] 4 } 
( - - 2 - ~ o - ~ R e a l . [ 2 5 ( 2 -  w ) J ( 1 - f  +) r + + ~  (O<-r+<-~oR +) 

2~o2 Reh Reh-- +( r + - - - - - -  
( 2 - -~ ,  2) 25(2--~o a) f 1 - - f  +) ReaZq~Zr~+25(2-qo2)  r + J ( r+)  2 

(qoR + _< r + < R + ) .  

(16) 

The coupled Eqs. (15) and (16) are solved by using the Runge -  
Kutta method for the pressure drop Ap~+(r +) and f+(r+). A 
good approximation for the f + ( r  +) is developed by using Ber- 
noulli 's equation at y+ = f+(r  ÷) and is used as startup for the 
numerical calculations. The use of Bernoulli 's equation will re- 
sult in 

r + direction in the tpR + --< r + --< R + region. However, within the 
0 --< r + -~ ~pR + region the condensate in both upper and lower 
wicks possesses two distinct velocity components, u7 in the r + 
direction and w{ in the 0 + direction, since the lower wick (evap- 
orator) gets part of the liquid supply from the upper wick through 
the vertical wicks. Applying mass conservation for the conden- 

clf+(r +) 
dr + 

2 + 20(2 - qa 2) 8 + + 

_ _ -  . 2 0 ( 2 - q o  2) 1 ,,~ 2 l  1 .~ < + . 
-~ ----~e-~--f+(r-----~- ~ - .u~p J (---(-_-pZ)J(O+)r-------- ~ [O r ~ tpR*) 

+ 2 + 2 + 2 0 ( 2 -  tp 2) 8 + + 

2 0 ( 2 - ~ o  2) ( r+)  2 ] 1 . n + <  + _ n + .  
- ~ ~ ( ~ ] 7 J ( O + ) r + ( ( r + ) 2 _ ( R + ) 2 )  t~oK - - r  c K  ~. 

( 1 7 )  

(c) Temperature Distribution. The vapor temperature dis- 
tribution can be related to the vapor pressure distribution by using 
the Clausius-Clapeyron equation. In this work, the vapor is as- 
sumed to behave as an ideal gas and the volume of the liquid 

sate in both upper and lower wicks and eliminating w/~ by adding 
the lower and upper wick mass conservation equations together 
will result in the following equations for the velocity distribution 
in the r ÷ direction: 
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I d(u~+(r+))+u;(r +) v?-V~_O 
dr + r + 2h+p + 

(0 --< r + <- qoR +) 

d(uJ-(r+)) + u { ( r  +) v~ (19) 

dr + r+ + = 0 h i p  + 

(~oR + <_ r + ~ R ÷) 

where p+ = p~/po and h + = h J h .  Solving Eq. (19) subject to 
the following boundary conditions: 

u ? ( 0 )  = u { ( R  +)  = 0 

results in the liquid phase velocity distribution 

U - -  ~ +  ~t ~2 r + ( O ~ r  + ~ R  +) 
4p+h~ 

u { ( r  +) = _ v___j__~.(r+) 2 -  (R_____~) 2 

2p+h~ r + 

( ~ R  + ~ r  + ~ R + ) .  

(20) 

The continuity of u{ (r  +) at r + = ~pR t will reconfirm the result 
given in Eq. (12). 

(b)  Pressure Distribution. The pressure distribution in 
the wick along the r ÷ direction can be related to the liquid 
velocity distribution by Darcy 's  law. The dimensionless Dar- 
cy ' s  law is 

d p { ( r  +) 1 
dr + - K+ u~(r  +) (21) 

where K ÷ = K/h~ is the dimensionless  permeabil i ty.  
It should be noted that in using Darcy 's  law some im- 
portant aspects related to boundary and inertial  effects are 
neglected (Vafai  and Tien, 1981; Tien and Vafai, 1989). 
Substi tut ing Eq. (20)  into Eq. (21)  and using the boundary  
condit ion 

p { ( R  +) = p ~ ( R  +) 

will result in 

where ke is the effective thermal conductivity of the liquid-satu- 
rated wick, ~ the surface tension of the working liquid in the wick, 
r, the nucleation radius of the vapor bubbles, and Apcap is the 
capillary pressure head. Assuming that there are no noncondens- 
able gases within the heat pipe, the value of r, can be taken as 
2.54 × 10 -7 m (Chi, 1976). Some typical values can be consid- 
ered to evaluate the maximum heat flux for boiling limit. For ex- 
ample, for the heavy water heat pipe under current study, which 
operates at 80°C, the wick pore radius is taken as rw = 0.019 cm, 
permeability K = 1.8 x 10-9 m 2, porosity e = 0.8, and the effec- 
tive thermal conductivity is taken as ke = 13.84 W/mK. The max- 
imum heat flux for boiling limit is then calculated as 

qb ..... = 1.85 × 106 W/m 2 = 185 W / c m  2 

This value is larger than the maximum heat transfer rate limited 
by the capillary limit. Thus we will concentrate on the capillary 
limit. For a heat pipe under steady-state operation, the capillary 
pressure head needed for the return of condensate from the con- 
denser to the evaporator is balanced by the sum of total vapor 
pressure drop and total liquid pressure drop and gravitational 
pressure head; that is 

Apc.p = Ap,,.to,., + Ap,,tot.~ + Apu.tota,. (24) 

The gravitational head Apg,tota~ can be neglected for the horizontal 
heat pipe, and the overall vapor and liquid pressure drops are 
established as 

Ap . . . . . .  1 = po(0) - p~(R) (25) 

APt , to t a l  : pt(R)  - pt(0) ,  (26) 

Therefore, the capillary pressure head is presented as 

Apc~p = Ap ...... l + APl.tot,l = po(0) - p l ( 0 ) .  (27) 

When the input heat flux increases, the total pressure drops in 
both vapor and liquid regions increase; thus the capillary pressure 
head increases to meet the heat transfer and flow conditions. 
However, there exists a maximum capillary pressure head given 
by 

2crt 
Apc.p . . . .  = - -  (28) 

r.. 

where rw is the capillary radius of the porous wick. If the capillary 
pressure head needed is larger than Ap~.p . . . . .  the heat pipe op- 
eration will dry out the wick. Therefore the heat that the disk- 
shaped or the flat-plate heat pipe transfers when it reaches the 

I u + ~2Reh [1-¢p2 ] 
P+(R+) + 4 K Q h + )  3 (2 - ~ 2 )  L ~ - -  (r+)2 + 2(R+)2 In (~o) (0 ~ r + --< ¢pR +) 

P{( r+)  ( p + ( R  +) + 4 K Q ~ + )  3 ( ~ - - - ~ )  (R+) z - (r+) z - 2(R+) z In 7 (~°R+ -< r+ -< R+) '  

(22) 

3 Maximum Heat Transfer  Capability. There are limits 
on the maximum heat input that a heat pipe is capable of remov- 
ing. For a low-temperature heat pipe usually only the boiling 
limit and capillary limit will be in effect (Tien, 1975 ). The max- 
imum heat flux for boiling limit can be calculated as follows 
(Chi, 1976): 

C o, ) 
qb . . . .  pohfghw \ r, - Apcap 

(23) 

capillary limit is the maximum heat transfer, Q . . . .  As long as 
APcap ... .  is specified, Qmax can be determined according to this 
analysis. The maximum heat transfer capability per unit external 
surface area of the heat pipe is then determined based on amax 
and is discussed later. 

4 Simplified Analytical Solution. Noticing that the values 
of the injection Reynolds number under current study are very 
large relative to other parameters, as an approximation we can 
neglect the affected terms in Eqs. (17) and reach the following 
expressions for f ÷ (r  +): 
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f+(r +) 

10~°2e-a/2t~+) ~ (r+)mea/Z¢r÷~dr + 
- ( 1  - - ~ ) ~ + ) "  f 

= ( 0  < r + ~ ~pR +)  

c ( r + ) n + n ( ( R + )  2 - (r+)2)(1/7- /~/2)  

(~oR + < r + < R +)  (29) 

where 

( 8 )   30, 
A =3(1S~o2~(O'7-)Re~ 1 +J(O )~2 

2 0 ( 2 -  ~ P 2 ) ( 1  + j(08)q~2 ) (31) 
B = 21to2J~)"  R ~  (-R+)2 

and c is the integration constant, which is determined by the 
continuous condition o f f  +(r + ) at r + = ~pR +. Similarly, Eq. (16) 
can be simplified to obtain the following expression for the vapor 
pressure: 

R e s u l t s  a n d  D i s c u s s i o n  

The results based on this analysis for the disk-shaped heat 
pipe are presented and compared with those of square flat- 
plate heat pipe analyzed by Vafai and Wang (1992). To make 
the comparison meaningful at all times the diameter of the 
disk-shaped heat pipe is taken equal to the length of the square 
flat-plate heat pipe, i.e., R = I. On the same basis, the heat 
input areas (the evaporator section) and the values of h and 
hw for both disk-shaped and square fiat-plate heat pipes are 
taken to be equal. Comparisons between the performance of 
the disk-shaped and the square fiat-plate heat pipes as a func- 
tion of h, hw, and R (or l) are presented later. The respective 
dimensions of the heat pipes, based on our application, are 
chosen as: R = l = 0.46 m, h = 0.0254 m, and h~ = 2 × 10 -3 
m. The working fluid is heavy water, which has the following 
thermophysical properties: hf~ = 2128 kJ/kg, po = 0.3055 kg/ 
m 3, pt = 1078.3 kg/m 3, #o = 1.1876 x 10 -5 Ns/m 2, and #~ 
= 41.6 × 10 -5 Ns/m 2. The results for both disk-shaped and 
square fiat-plate heat pipes have been calculated for Reh values 
of 250, 750, and 1000, which corresponds to the input heat 
powers of 46.25 kW, 92.5 kW, and 185 kW, 

24 (( 1 - ~o_______z R+~z/r+~ 2 
p+(O) - ~ \ 2  - ~o 2 Reh ] \~7 ]  

to 2 \2F / r + \  2 
p~-(r+) : p o + ( 0 ) - ~ 5  2 _ ~ R e h  R + )  L 3 / ~ )  

(toR+ < r + < R +) 

The liquid pressure profile is therefore given as follows: 

p[(r +) = 

( 0  :-< r + -< cpR +) 

+ \~; - ]  - 4 1 n ~ - 2  3 - 2 1 n ~ 0 - ~  

u +4K+(h+) 3Reh(R+)21 - 2  ~oZL\R+,]t'°Z[fr+'~2 -2t'°2 ] -  ( ; z  ~o-~°2Reh +)2(21n~o 1 ) p~-(0) + + - - l n ~ o  2 ~---7 R + - -  1 
1 - ~o z ~o 2 - 

(0 < r + ~ ~oR +) 

~o2 I { r + ~  2 ( R + ) ]  ( ;  toe Reh R+ )2 ( 1 ) v +Reh(R+) 2 --~ o2 1 -  - 2 I n  . . . . .  2 I n t o +  - 1 
p+(0)  + 4K+(h+)3 2 \R--~] 7 2 - 992 ~5 

(¢pR + ~_ r + ~ R +) 

(32)  
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Fig. 3 Variations of the maximum vapor velocity and its location along 
heat pipe channels 

respectively. It is important to note that due to the analytical 
nature of the solution, various ranges of the pertinent parameters 
along with different heat pipe sizes can be readily analyzed. 

Figure 3 shows the variation of the maximum vapor velocity 
Uo+(r +) [Uo+(x +) for the square flat-plate heat pipe] along the 
r ÷ axis [x ÷ axis for the square flat-plate heat pipe ]. As mentioned 
earlier, to have meaningful comparisons th e heat input areas (the 
evaporator area) for both disk-shaped and square fiat-plate heat 
pipes were selected to be equal. This obviously will translate to 
different ~o values for the disk-shaped and the square fiat-plate 
heat pipes. For both disk-shaped and square fiat-plate heat pipes, 
vapor accelerates in the 0 -< r + ~ toR+ [0 ~- x + ~ ~pl+] region 
corresponding to the evaporator section and decelerates in the 
~oR + -< r + -< R + [~ol + ~ x + ~ l+] region corresponding to the 
condenser section, due to the vapor injection and suction over 
the corresponding regions. The acceleration within evaporator 
section of the disk-shaped heat pipe is smaller than that of the 
square fiat-plate heat pipe, and the deceleration within condenser 
section of the disk-shaped heat pipe is larger than that of the 
square flat-plate heat pipe. This is because the rate of increase of 
the net vapor mass flow within the evaporator section of the disk- 
shaped heat pipe is smaller than that of the square fiat-plate heat 
pipe; and the rate of decrease of the net vapor mass flow within 
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Vapor and liquid pressure distributions for both disk-shaped and 
square flat-plate heat pipes 

the condenser section of the disked-shaped heat pipe is larger 
than that of the square flat-plate heat pipe, due to the d!vergent 
vapor channel and the larger suction velocity of the disk-shaped 
heat pipe. 

The locations of the maximum vapor velocity for both the 
disk-shaped heat pipe, f + ( r ÷ ) ,  and the square flat-plate heat 
pipe, f +(x÷),  are also shown in Fig. 3 and compared to each 
other. As expected, the location of the maximum vapor velocity 
is shifted toward the cooling side of either disk-shaped or flat- 
plate heat pipe in the 0 -< r + <- ~pR + [0 ~- x + -~ ~pl+] region 
while it returns to the center line of the heat pipe in the qoR + _< 
r ÷ _< R ÷ [~pl+ _< x + _< l+] region. For larger values of Reh, the 
location of  the maximum vapor velocity is shifted more promi- 
nently toward the cooling side, and it takes longer in the ~oR + ~- 
r + --< R ÷ [ ~pl ÷ --< x ÷ --< 1 + ] region to return to the centerline. This 
is due to the fact that for larger input heat fluxes, larger amounts 
of vapor mass need to be condensed. The simplified analytical 
solution for Reh = 1000 is also shown in this figure. 

For the disk-shaped heat pipe, f +(r  ÷) is pulled a little closer 
to the cooling side and takes a relatively shorter distance in the 
qgR + <- r + -< R + region to return to the centerline. This is because 
both heat pipes have the same value of injection velocity v i ~ , but 
the disk-shaped heat pipe has a larger suction velocity v~ since 
it has less surface area than the square fiat-plate heat pipe. Fur- 
thermore, although the distances from r + = tpR ÷ Ix + = cp/+ ] to 
the location where f + ( r  + ) [ f + (x + ) ] returns to the center line 
are different for disk-shaped and square fiat-plate heat pipes, our 
results have demonstrated that the amounts of  vapor mass sucked 
within these distances are the same for both heat pipes at a given 
value of  Reh. For example, for Reh = 1000, the injection velocity 
is Vl = 1.53 m/s for both disk-shaped and square fiat-plate heat 
pipes, but the suction velocities will be vz = 0.2487 m/s for the 
disk-shaped heat pipe and v2 = 0.1887 m/s for the square fiat- 
plate heat pipe. The surface areas needed for f + ( r  ÷) ( f + (x + )) 
to return to the centerline are a = 0.4306 m 2 for the disk-shaped 
heat pipe and a = 0.5721 m 2 for the square flat-plate heat pipe. 
Therefore the condensed mass flow rates within these surface 
areas are the same for both disk-shaped and square fiat-plate heat 
pipes and given by pay2 = 0.0165 kg/s.  This means for the same 
input heat power and the same evaporator surface area Ae, i.e., 
for the same input heat flux, the disk-shaped heat pipe will con- 
dense the vapor mass more efficiently with less cooling surface 
than the larger square flat-plate heat pipe. 

Figure 4 shows the vapor and liquid pressure distributions for 
both disk-shaped and square flat-plate heat pipes, where APv(r) 
= p~(r )  - p,,(O) and £Xpl(r) = p l ( r )  - po(O).  As in conventional 

heat pipes, there is a vapor pressure drop in the evaporator region 
due to vapor acceleration in that region and a vapor pressure 
recovery in the condenser region due to the vapor deceleration 
in that region. The larger the injection Reynolds number, the 
larger the vapor and liquid pressure drops. Compared to the 
square flat-plate heat pipe, the vapor pressure of disk-shaped heat 
pipe decreases more slowly in the evaporator region and in- 
creases faster in the condenser region due to its smaller vapor 
acceleration within evaporator region and larger vapor deceler- 
ation within condenser region. This is in agreement with the max- 
imum vapor velocity distribution shown in Fig. 3. The overall 
liquid pressure drop for the disk-shaped heat pipe is a little larger 
than that of the square flat-plate heat pipe. This is because of the 
convergence of the liquid flow channel, which leads to a larger 
capillary pressure head for the disk-shaped heat pipe. The sim- 
plified analytical solution for Reh = 1000 is also shown in this 
figure. 

Figure 5 shows the vapor temperature distribution along the 
heat pipes. The temperature distribution is given relative to the 
saturation temperature T~,, which is the temperature when the 
effect of  the vapor pressure drop is neglected, in the form of 
ATo + = T~ - T~. As shown in Fig. 5, there is a vapor temper- 
ature drop in the evaporator region and a temperature recovery 
in the condenser region due to the effect of vapor pressure drop. 
This is consistent with the numerical and experimental results of 
conventional cylindrical heat pipes reported by Tien and Rohani 
(1974) and Busse (1973). For both disk-shaped and square flat- 
plate heat pipes, the vapor temperature is quite uniform ( A T  < 
I°C).  This demonstrates the successful operation of both of these 
heat pipes for high input heat fluxes encountered in such appli- 
cations as that of BNCT. 

Figure 6 shows the effects of variations in the thickness of the 
wick and the vapor channel as well as the overall thickness of 
the heat pipe on the maximum heat input power that can be trans- 
ferred per unit surface area by both types of heat pipes. In this 
figure as well as in Fig. 7, Atota I refers to the total external area 
of  each heat pipe and htotal is the thickness of each heat pipe, htotal 
= h + 2hw. Figure 6 ( a )  presents Qrnax/Atotal a s  a function of the 
wick thickness, while Fig. 6 (b)  shows Qmax/Atotal a s  a function 
of  the vapor channel thickness. Figure 6(c)  shows Qmax/Atotal a s  
a function of the total thickness of the heat pipe, htotal. AS ex- 
pected, Qmax/Atotal increases with an increase in htotal for a fixed 
value of hw/htotal. In both Figs. 6 ( a )  and 6(b) ,  htotal is fixed as a 
constant for both types of heat pipe. It should be noted that the 
results in Figs. 6 (a)  and 6 (b) were calculated independently. As 
seen in Fig. 6, there is an optimum value of hw/htotal [Fig. 6 (a ) ]  
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Fig. 5 Vapor temperature distributions for both disk-shaped and square 
fiat-plate heat pipes 
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and an optimum value of h/htot,i [Fig. 6(b)] at which Qm,x/Atot,J 
reaches its maximum value. The values of hw in these two opti- 
mum cases are exactly the same (hw = 0.12htot,i), and the dif- 
ference between the corresponding values of Qmax/Atot,1 from 
each figure is less than 0.001 percent. This demonstrates that for 
a given heat pipe thickness there exists a wick thickness relating 
to the optimum performance of the disk-shaped or flat-plate heat 
pipe. 

Figure 7 shows the maximum heat transfer per unit surface 
area as a function of the total length of each type of heat pipe 
while h,ot,~ is fixed as a constant. As seen in Fig. 7(a),  Q m a x / A t o t a l  

increases as hwlhtot,l increases. However, after hw/htot,j reaches a 
certain value, amax/Atotal decreases as hw/hto~,~ increases [Fig. 
7 (b)]. This reconfirms that there is an optimum wick thickness, 
which gives the maximum a m a x / A t o t a  I for both disk-shaped and 
square flat-plate heat pipes, as demonstrated in Figs. 6(a)  and 
6 (b). Furthermore, it can be seen that for any length heat pipe 
the am,x/Atotal of the disk-shaped heat pipe is about 20 percent 
larger than that of the square flat-plate heat pipe, despite the 
smaller total external surface area of the disk-shaped heat pipe 
compared to that of the square flat-plate heat pipe. 

The simplified analytical solution for the disk-shaped heat pipe 
is also presented (Figs. 3, 4, and 5). It can be seen that there is 

a relatively good agreement between the simplified analytical 
solution and the complete analytical solution for large injection 
Reynolds numbers. It should be noted that this simplified ana- 
lytical solution does neglect some physical features. Neverthe- 
less, it does provide us with a reasonable expression over a good 
portion of the heat pipe. 

Coneluslons 
The vapor and liquid velocity and pressure distributions in an 

asymmetric disk-shaped heat pipe have been analyzed in depth 
in this work and analytical solutions for these quantities have 
been presented. The conceptual design and intrawick interactions 
for the disk-shaped heat pipe have been investigated in detail. 
The overall performance of both disk-shaped and square flat- 
plate heat pipes and the factors limiting their performance have 
been analyzed and the maximum heat transfer capability for both 
types of heat pipes with different sizes have been established. 
The effects of variations in the wick thickness and the vapor 
channel thickness as well as the overall thickness of the heat pipe 
on the performance of both types of heat pipes have been ana- 
lyzed. The results show that the disk-shaped heat pipe, while 
utilizing a smaller surface area, significantly increases the heat 
transfer capability compared to the flat-plate heat pipe. 
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Technical  
N o t e s  

This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that for full papers, 

Heat Conduction in an Energy- 
Generating Slab Subject to a 
Nonuniform Heat Transfer Coefficient 

G. F. Jones, ~ E. V. McAssey, Jr., ~ and 
B. W. Yang z 

N o m e n c l a t u r e  

A = aspect ratio = H / d  
Bi = Biot number = h d / k  
d = thickness of  slab, m 
h = heat transfer coefficient, Wm -2 K- I  

H = length, m 
k = thermal conductivity, Wm -I K -~ 
p = exponent, Eq. (13) 

q "  = rate of energy generation, Wm -3 
t = length of insulated region of slab, m 

T = temperature, K 
x, y = coordinates, m 

fl = ratio = H/Ho 
= x l d  
= y / d  

~b = dimensionless temperature, Eq. (7) 

Subscripts  

0 = asymptotic limit 
v = distance over which h changes 

= bulk fluid 

I n t r o d u c t i o n  

This note describes an analytical investigation conducted to 
explain experimental results obtained during flow boiling tests in 
an electrically heated vertical annulus. At low pressures ( <  1500 
kPa),  Ledinegg flow instability (Lahey and Moody, 1973) is 
generally the limiting parameter in the operation of a heated 
channel. The present experimental program was undertaken to 
establish the flow limit for a vertical annulus under subcooled- 
boiling conditions with downflow. Tests were conducted in chan- 
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nels with and without internal insulating ribs. The ribs positioned 
the annular section and divided the annulus into subchannels. 
Heat input to the channel was accomplished by DC heating of 
the channel walls. The tests without ribs yielded flow-instability 
flow rate limits in agreement with earlier single tube results 
(Dougherty et al., 1990). However, the addition of internal ribs 
resulted in the occurrence of  unexpected critical heat flux (CHF) 
events. 

Ledinegg (or excursive) flow instability occurs at the mini- 
mum point of the pressure drop-velocity curve (onset of flow 
instability point). The experimental program was undertaken to 
determine the onset of  flow instability (OFI)  flow rate as a func- 
tion of operating parameters such as surface heat flux, inlet tem- 
perature, and exit pressure. Data were obtained for both single 
tube and annular test sections (Yang et al., 1994). Figure 1 pre- 
sents the results for the annular test section both with and without 
ribs. For the ribless test section, the channel geometry was main- 
tained by pins mounted on the inner tube. For the ribbed test 
section, nonconducting rectangular ribs were mounted on the in- 
ner tube. The results for both configurations agreed fairly well. 
For the fibbed test section, the OFI velocity occurred at a slightly 
higher value for the same operating conditions than the ribless 
tests. The major difference between these test sections was the 
fact that three CHF points were recorded. Two of these points at 
fluxes of  1.5 M W / m  2 and 1.89 M W / m  2 (see Fig. 1) also cor- 
responded to OFI points. The point at 1.5 M W / m  2 surface heat 
flux destroyed the test section. CHF predictions (Knoebel et al., 
1971) based upon ribless data indicated that a CHF margin of 
almost 180 percent existed for these operating conditions. Since 
these data directly related to reactor safety, it was imperative that 
the results be explained. 

Test data showed that the overheating was not caused by flow 
maldistribution or changes in test section geometry. The latter 
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result was verified by x-ray examination and a fiber optic probe. 
In the region under the rib, the gap was very small so that effec- 
tive cooling of the heater was greatly reduced. In addition, the 
junction between the rib and heater at the rib root and tip created 
a low-velocity region in which the heat transfer coefficient was 
reduced. Therefore, the cause of the overheating was primarily 
due to rib blockage and flow stagnation. These factors resulted 
in a locally high heat flux ( "flux peak" ) even though the elec- 
trical dissipation in the heater was uniform. The magnitude of 
this peaking has been investigated using an analytical model of 
the test article. 

Analyt ica l  M o d e l  
Since the heater tube thickness is small compared with its ra- 

dius of curvature and since each heater is axially symmetric, ei- 
ther tube wall can be represented by a two-dimensional slab with 
generation as shown in Fig. 2. In this figure, the heater is repre- 
sented by a slab of length equal to one eighth of the heater cir- 
cumference. The steady-state, constant property, heat conduction 
equation for the slab is given by 

02T 02T q" 
Ox---T + Oy---~ + -~- = O (11 

The boundary conditions are given by 

OT ~=-, OT ] OT y=0 = o (2) 

OT[ =0 ,  -t_< x <O, - k  ~y y=a 

tgT I =h(x)(T(x ,d)-T®),  O--<x~H (3) -k  ~y y=d 

In Eq. (2), the boundary conditions at x = - t  and x = H are 
based upon symmetry. At y = 0, the surface is insulated. The 
adiabatic condition given in Eq. (3) is based upon the assumption 
of negligible convection under the fin. A series solution for Eq. 
( 1 ) was obtained because of the anticipated need to conduct para- 
metric studies. Unfortunately, because of the large difference in 
size between t and H, the solution exhibited stiff characteristics. 
To improve the solution, the boundary conditions in the region 
0 ~. x ~ H were modified as follows: 

OT I OT I =0, T(O,y)=Tl(y) (4) 
~x  ~=H=~Y y=0 

- k  ~yOT Jy=d = h(x)(T(x, d) - T~) (5) 

In Eq. (4), T~ (y) is an unknown temperature distribution along 
the line x = 0. In the region under the rib, the temperature dis- 
tribution is essentially a function of x. Far from the rib, in the 
region of constant h, the temperature is independent of x. A 
consequence of variable h is that if dh/dx near x = 0 is small, 
the temperature gradients in the y direction in the neighborhood 
of x = 0 may become negligible compared to those in the x 
direction. With Tl constant along x = 0, the solution is simplified 
since only a single Fourier series is required. This assumption is 
verified by comparing results with a full two-dimensional solu- 
tion for several important cases. The value of Ti is determined 
by matching the temperature and heat flux in the x direction along 
x = 0 for the regions - t  ~ x -< 0 and 0 ~- x -< H. 

The dimensionless form of the governing equation becomes 

0~4 ' + 0 ~  
Or/-------- ~ ~ + 1 = O, (6) 
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Fig. 2 The function Bi(~,); geometry is shown as an inset 

where 

T -  Ti x y (7) 
qb-q,,,d2/k, ~ = ~ ,  ~ = ~ .  

The boundary conditions are written in dimensionless form as 

04~ ~=a 
o--~ = o, 4,(0, ~) = o, (8)  

and 

OO ~=o 
o~ = o, 

where 

~ b  ~=1 -~- + Bi(r/)qb(r/, 1) = Bi(r/)~b~, (9) 

(T~ - Ti) H 
ck=- q,,,d2/k , A = ~ - .  (10) 

For large r/, 02~b/ar/2 in Eq. (6) is of the order r~-2. With neg- 
ligible conduction in the r/direction, Eq. (6) becomes an ordinary 
differential equation, and with the boundary conditions given 
above, has a solution given by 

T(n, ~) - T= 1 - £2 1 
- -  ~ ( 1 1 )  

q"d2/k 2 Bi(~) 

For ~ not large, Eq. (6) can be solved by classical methods (cf. 
Ma et al., 1991 ) to yield 

-A~(3~70 ~ ) +  ~ B .  c o s h [ ( n + l / 2 ) ~ r ~ ]  ,k('q~, ~) - ~ - 
/ l = O  

O ~ rl~ --< fl, 0 ~ ~ ~- 1, (12) 

which satisfies Eq. (8) and the first of Eqs. (9). In Eq. (12), a 
new dimensionless x coordinate appears, ~7~ = xlI-l~, since/-/~ is 
the correct length scale for conduction in the x direction for x not 
large. The term fl = AIA~, which relates the slab length to the 
length scale for the change in h, is greater than or equal to unity. 
The function for B i(r/~) is given by Eq. (13 ) (see Fig. 2). B i(flu) 
approaches Bio = hodlk, to within 0.1 percent at fly = 1. 

Bi(r/~)/Bio = (1 + 0.00hT~-P) -j ,  (13) 

The coefficients B, in Eq. (12) are obtained by applying the 
second of Eqs. (9), which is the boundary condition at y = d. 
An equation for the unknown temperature, 4~, is obtained by 
writing the integral form of the heat conduction equation for the 
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Table I A comparison of solution methods slab over the range - t  -< x -< H. This results in a system of N 
+ 1 equations for qb~ and the N values of B,. Once the temper- 
ature distribution, ff(~k, ~), is evaluated from Eq. (12),  the heat 
flux at the surface (y = d) is given by 

q(r/,) 
q"d = Bi(r/o)[qb(r/o, 1) - ~b~o] (14) 

R e s u l t s  a n d  D i s c u s s i o n  

The system of equations describing the problem contains five 
dimensionless parameters, A,, /7, Bio, p,  and t/d. To illustrate 
the solution, the values of parameters Ao, t/d, Bio were taken as 
5 -10 ,  0.48, and 6.1, respectively, based on data reported for a 
series of flow boiling experiments (Yang et al., 1994). The pa- 
rameter p is selected from a range of 2 to 5, the former value 
representing a large rate of change of h(x) near x = 0 and the 
latter small. 

The system of equations was solved using LU decomposition 
(Carnahan et al., 1969). For cases with /7 = 1, N of 40 was 
sufficient to insure convergence to better than three significant 
figures. For those cases where fl > 1, N of 60 was needed for 
the same precision because of the larger length of the domain. 
To test the validity of the assumption of uniform T~ at x = 0, a 
full two-dimensional solution was obtained using second-order 
finite differences for all internal and boundary nodes. Typically, 
15 nodes were used over the width d and 121 over the length H. 
Larger numbers of nodes were tested and found to affect the 
solution by less than a percent. Table 1 presents a comparison of 
results at r /=  0 for a range of parameters. From this table, it can 
be seen that the assumption is reasonable. 

Figure 3 presents dimensionless heat flux distributions for the 
full range of thep parameter, A, of 5 and 10, and/7 of l and 1.5. 
All the heat flux curves possess maxima ("f lux peaks")  as a 
consequence of the monotonically increasing Bi and monotoni- 
cally decreasing ~b in Eq. (14).  Figure 3(a, c, d)  also presents a 
comparison of the peaks obtained from the full two-dimensional 
results (finite difference solution). As with Table 1, the agree- 
ment is quite good. 

Av P P 

5 1.0 2 
5 1.0 3 
5 1.0 4 
1o 1.51 2 
io 1.5 3 
10 1.5 4 

Analytical Full 2D Results (Finite Difference Solution) 

(T(O,d/2)-T.) (T(O,d)-T.) 

q"d 11 k q~d ~ I k 

0.961 0.786 
1.30 1,22 
1.79 1.75 
1.02 0.872 
1,48 1.42 
2.17 2.15 

Results 

(7; - r. ) (r(0,0)- T. ) 
q ' d  1 I k q ' d  I I k 

0 , 8 9 8  1,04 

1.28 1,36 
1,79 1,82 
0,953 1,09 
1.45 1.52 
2.16 2.20 

For all cases, the flux peak varies between 1.6 and 2.0 de- 
pending upon the values of p,  Au, and/7. Figure 3 (b) shows that 
the constant h case yields a peak of approximately 2.75. Although 
sufficient instrumentation was not available to determine flux dis- 
tributions around the annulus, in three cases local flux peaks were 
high enough to cause CHF events. These events were identified 
by either temperature excursions or physical failure of the test 
section. Figure 3(a)  shows the band of experimental peak flux 
data. Figure 1 presents data showing the variation of surface heat 
flux at the flow instability point versus test inlet velocity. In this 
figure, the three cases in which CHF occurred are also identified. 
Figure 1 also presents (dotted line) theoretical predictions of 
CHF based upon Knoebel et al. ( 1971 ). For each case, the actual 
flux would have to be approximately 1.8 times the applied flux 
in order to achieve the CHF. This magnitude of flux is in agree- 
ment with the results in Fig. 3. It can also be seen from Fig. 1 
that a flux peaking of 2.75, predicted by the constant heat transfer 
coefficient model, would have resulted in many more CHF 
events, which was not the case. 

In summary, a solution has been developed that considers the 
effect of ribs on an otherwise uniform flux distribution along a 
convectively cooled surface. Predictions from the solution agree 
with limited experimental data. In particular, the heat transfer 
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Fig. 3 Heat flux distribution for Bi0 = 6.1 and t /d = 0.48. Ful l  two-dimensional and constant h solution are 
numerical (this work), and data are from Yang et al. (1994).  
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coefficient is appropriately modeled by Eq. (13) where p ranges 
from about 2 to 4 for the cases studied. 
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Heat Transfer Across a Bilayer 
Composite Cylinder With Partial 
Debonding 

Cross section of a debonded bilayer cylinder Fig. 1 

C. Y. Wang I 

N o m e n c l a t u r e  

a = normalized inner radius 
A = constant coefficient 
b = normalized interface radius 
B = constant coefficient 
h = mean convection constant 

H = function defined by Eq. (13) 
hint = interface heat transfer coefficient 

J = function defined by Eq. (15)  
k = thermal conductivity 

n, N = integers 
q = heat flux 
r = radial coordinate 
R = outer radius 
T = temperature 

T~ = ambient temperature 
T01, T02 = solution without debonding 

a = kl/k2 
[J = Rhint/k2 
Y = k2/Rh 
6 = half debonding angle 
0 = cylindrical coordinate 
' = dimensional quantity 

( )L2 = inner and outer regions 

I n t r o d u c t i o n  

Bilayer composite sheathing has definite advantages. Since 
each layer is in contact with a different medium, their properties 
may be selected to suit the different requirements of each me- 
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dium. In certain cases partial debonding may occur, perhaps due 
to physical stress or some manufacturing defect. Figure 1 shows 
the cross section of a bilayer cylinder with partial debonding. 
The problem is two dimensional with mixed boundary condi- 
tions. The purpose of the present study is to examine the thermal 
effects of partial debonding, which has not been investigated be- 
fore, through a highly efficient eigenfunction and point-match 
method. 

The interface is assumed to be perfectly bonded except for a 
completely separated or debonded gap (Fig. 1 ). Across the gap 
the heat flux is proportional to the temperature difference 
(Schneider, 1985) 

kl OT ~ k20T~  
. . . . .  hint(T~ - T~) (1) 

R Or R Or 

Although there exist more sophisticated models for the contact 
region of  compound cylinders (Madhusadana, 1986; Lemczyk 
and Yovanovich, 1987), in the present study we use a simpler 
model to illustrate the method. We assume the heat loss across 
the outer surface is through convection or low-level radiation: 

k 2 0 T  
- -  - h ( T ;  - T = )  ( 2 )  

R Or 

~O 

O.1 

/ / /  
//// 

Fig. 2 Typ ica l  i s o t h e r m s ,  s = 0 .3 ,  b = 0 .6 ,  a = 0 . 5 , / ~  = ~ = O, 8 = 1 
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The temperature is normalized by 

T ~ ( r , O ) = ~ R ( T ~ ( r , O ) - T ~ )  i =  1,2 (3) 

The governing equation is then 

V2Ti = 0 i = 1, 2 (4) 

with the boundary conditions 

OTl I OT2 r=l Or ,=, = - 1 ,  Y - ~ -  + Tzlr=, = 0 (5) 

Along the interface we have the following mixed conditions: 
For 6 < 0 -< 7r and r = b, the temperatures and the heat flux 

match: 

OTt OT2 
Tj = T2, a - - =  (6) 

Or Or 

For 0 --< 0 < 6 and r = b, we have 

07"2 OTi 07"2 
= -/3(T~ - T2), a - (7)  

Or Or Or 

Equations ( 4 ) - ( 7 )  are to be solved with the given parameters 
a , b , a , / 3 , 7 , 6 .  

First we find the solution without debonding: 

Tol(r) = a a ( 7  - in b) - a In (r/b), 

T0z(r) = a a ( 7  - In r) (8) 

The general solution for the inner layer, satisfying the inner 
boundary condition, is 

Tl(r, O) 

[ ( b )  n (rb'~-"] = To l ( r )+ao+ a. cos(nO) + \ a 2 )  j (9)  
n=l 

Similarly, the general solution for the outer layer, satisfying the 
outer boundary condition, is 

T2(r, O) = To2(r) + B0(7 - In r) [ (r)] 
+ B~cos(nO) ( y n -  1 ) ( r b ) " + ( y n +  1) ~ (10) 

n=  I 

Using Eqs. (9) ,  (10) and the second interface conditions of Eqs. 
(6) ,  (7)  we find 

[ ( y n  - 1)b  2" - 7 n  - 1] 
B o = 0 ,  A . = B .  o~[1 - (b/a) -2"] nmO (11) 

Then the other interface conditions give the dual series, for 6 < 
0 ~ 71", 

A0 + Y. B,, cos (nO)H. = 0 (12) 
1 

4,, =- 
[(7n - 1)b 2" - 7n - 1][1 + (b/a) -2"] 

a l l  - (b/a) -2"] 

- [ ( 7 n  - 1)b  2" + y n  + 1] (13) 

and for 0 -< 0 < 6 

J.-=/3 

ca 
/3A0 + Y~ B. cos (nO)J. = - -  

I b 

[(yn - 1)b 2" - 7n - 1][1 + (b/a) -2"] 
o~[1 - (b/a) ~2~] 

+ ( b ) [ ( y n - 1 ) b 2 " - y n -  1] 

- / 3 [ ( y n  - 1 ) b  z" + 7 n  + 1] 

(14) 

(15) 

We use point match at N equal ly  spaced locations along the 
half  interface yielding N algebraic equations,  which are 
solved for the N unknowns Ao, Bj . . . . .  BN-~. The error of  
truncation is determined by compar ing  the match of  T~ 
along the interface,  which in general  is about 3 percent  for 
N =  60. 

Typical  isotherms are shown in Fig. 2. Due to debonding,  
regions of  high local temperatures are created near the inside 
surface. The max imum temperature T,, = T~ (a ,  0)  is much 
higher  than the corresponding max imum when debonding is 
absent. Since T,, is a function of  six parameters,  a ,  b, o~, /3, 
y, 6, a complete  tabulation will  not be attempted. Figure 3 
shows the effects  of  varying 6 or a ,  keeping other parameters 
fixed. Note that when 6 = 0 or there is no debonding,  Tm 
reaches a maximum.  This is due to the fact that an increase 
in a ( the inner radius) increases the amount  of  heat through 
increased area, but decreases the temperature through de- 
creased thermal resistance. With debonding,  the max imum 
temperature almost  always increases with a ,  reaching infin- 
ity as a ~ b. In general  Tm increases with increased a and 7 
and decreased/3  and b. The effects of  a , /3 ,  y are about the 
same order as that of  To~, but i f  debonding is present and a 

b, the temperature increase may reach unacceptable  
levels.  

In conclusion, the eigenfunction and collocation method is 
well suited for problems with debonding. Finite difference or 
finite element integrations can be performed, but the amount of  
computation needed would be more than the square of that used 
in the present paper. 
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Agitation and Heat Transfer Studies in 
Suspensions 

A. Ramasubramanian ~ and S. K. Pandey 2 

Nomenclature 
B = empirical constant 

Cs 

Dt = 

h0 = 

K s =  
N =  

Nu = 
Re = 
P s  = 

l.Zs = 

heat capacity of the suspension at constant pressure, 
J / (kg-K)  
diameter of the impeller, m 
outside heat transfer coefficient in suspension, 
W/(m2.K)  
thermal conductivity of the suspension, W/(m-  K) 
speed of agitation, rpm 
Nusselt number 
Reynolds number 
density of the suspension, kg/m 3 
viscosity of the suspension, kg/(m,  s) 

Introduction 
Agitation of two-phase solid-liquid suspensions inside a cy- 

lindrical vessel is carried out in many chemical process industries 
where it is often necessary to heat or cool such suspensions due 
to the process requirements. Agitation results in enhanced heat 
transfer, mass transfer, simultaneous heat and mass transfer, and 
chemical reaction rates. This finds wide applications in the design 
of equipment, especially the heterogeneous, solid-liquid stirred 
reactors in which the reactions are highly exothermic or endo- 
thermic by nature. Manufacture of maleic anhydride and sodium 
fluoride in agitated vessels are examples. Besides, sulfonation 
reactions are often carried out in agitated vessels with turbine 
agitators. 

Cummings and West (1950) were the first investigators to 
study the rate of heat transfer from the wall into the agitated 
slurries. They presented qualitative results based on few mea- 
surements and observed a decrease in rate of heat transfer in 
comparison with heat transfer into pure liquids. Engel and 
Hougen (1963) hydrolyzed isoamyl acetate dispersed in a large 
volume of water where the reaction was catalyzed by an acidic 
ion exchange resin, kept in suspension by rapid stirring in a batch 
reactor. The overall resistance to hydrolysis was observed to be 
the sum of the resistance of the liquid surrounding the catalyst 
particles and the catalyst itself, influenced by the degree of agi- 
tation only for the catalyst particles below 100/zm diameter. The 
overall resistance also increased at agitator speeds exceeding 600 
rpm and the complete suspension of the catalyst could be attained 
at agitator speeds of 175 rpm and above. Sohn and Chen ( 1981 ) 
observed the enhancement of effective thermal conductivity in 
shear flow and dispersed two-phase suspensions as a conse- 
quence of microconvection. The two suspensions studied were 
high-density polyethylene pellets in a liquid mixture of silicone 
oil and kerosene and polystyrene particles in silicone oil and 
Freon-113 mixtures. Fundamental equations governing the two- 
phase solid-liquid systems have been described by Frantisak et 
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al. (1968) but solution of these analytical expressions for heat 
transfer to agitated suspensions is practically impossible in the 
absence of experimental data to calculate diffusion coefficients, 
Prandtl number, velocity profile, and mixing characteristics for 
any realistic system. Voncken (1965) has tried to define the fluid 
flow in mixing systems, but the description is largely qualitative. 
In the absence of mathematical solutions, dimensional analysis 
has been used as a tool to define the system variables both by 
Frantisak et al. ( 1968 ) and Ramasubramanian (1990). They have 
observed a decrease in heat transfer rates with increase in solid 
particle concentration in suspensions purely on the basis of ex- 
perimental observations. Shah and Rao (1969) and Trivedi et al. 
(1975) studied heat transfer in a jacketed, agitated vessel and 
both the studies have reported an increase in heat transfer rate 
with increase in solid particle concentration in suspensions. Thus, 
the literature provides sectorial investigations and little quanti- 
tative information, which is also controversial in nature, as men- 
tioned above. Hence, the present investigation aimed to study the 
effect of impeller speed and solid particle concentration on heat 
transfer coefficients in suspensions. 

Experimental Apparatus and Procedure 
A schematic diagram of the experimental setup is shown in 

Fig. 1. A fiat-bottomed cylindrical vessel of 304 stainless steel 
having 300 mm i.d. and 450 mm height with hemispherical lid 
was used as a test vessel. Openings were provided at the top cover 
for insertion of a copper-constantan thermocouple, a long-necked 
mercury thermometer, an impeller shaft, the cooling water inlet 
and outlet, and the test fluid. Agitation was caused by using a 
six-bladed, fiat blade turbine impeller having diameter equal to 
I of the tank diameter and blade dimensions as 30 mm × 22 mm. 
Impeller speed was varied from 100 to 500 rpm by means of a 
variable speed d.c. motor provided with a separate control panel. 
Swirling and vortex formation inside the liquid pool were pre- 
vented by using four baffles, each of them having width equal to 
30 mm and height equal to 420 mm. These baffles were welded 
to the inside wall of the test vessel, dividing the periphery into 
four equal segments. 

Two immersion heaters of capacity 2 kW each were fitted at 
the bottom of the vessel, which provided energy input to the 
agitated solid-liquid suspension. Energy input to these heaters 

L I 
Fig, 1 Schematic diagram of the experimental setup: 1. cooling water 
outlet; 2. cooling water inlet; 3. rotameter for cooling water; 4. bypass line 
for flow control; 5. inlet pipe to water tank; 6. water  storage tank; 7. con- 
trifugal pump; 8. DC motor for agitator; 9. mercury thermometer; 10. ag- 
itated vessel top cover; 11. DC motor control panel; 12. agitator shaft; 13. 
agitated vessel; 14. thermal insulation layer; 15. copper-constantan ther- 
mocouple; 16. baffles; 17. turbine impeller; 18, helical coil of copper; 19. 
immersion heaters; 20, drain valve; 21. auto transformer; 22. DC voltage 
stabilizer; 23. AJCO thermocouple calibrator; 24. wattmeters 
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Table 1 Range of experimental variables 

Variable Range 

Speed of agitation, N 
Reynolds number, D}Nps/#s 
Prandtl number, Cs #s/Ks 
Weight fraction (solids) 
Volume fraction (solids) 
Particle size 

100-500 rpm 
2.2 × 104-2.0 × 105 
3.73-6.42 
0.02-0.10 
0.014-0.145 
-295 to +211 #m 

was controlled by using auto-transformers and was measured 
with the help of precision grade wattmeters. A helical coil of six 
turns was fabricated out of the copper pipe, 9 mm i.d., 12 mm 
o.d., and 4200 mm length. Average outside coil diameter was 
205 mm with 30 mm spacing between the consecutive coil turns. 
The helical coil was submerged in the pool of solid-liquid sus- 
pension and water was circulated through it at room temperature 
with the help of a centrifugal pump and its flow rate measured 
by means of a calibrated rotameter. The test vessel was lagged 
thoroughly with asbestos rope and magnesia powder followed by 
a layer of glass wool. An energy balance was carried out that 
indicated negligible energy losses to the surroundings. 

Prior to experimental data runs, sand and powdered coal sam- 
ples were separately subjected to sieve analysis. Particles in the 
size range -295 to +211/zm were collected in order to minimize 
the effect of particle size during heat transfer studies in suspen- 
sions. Sand and coal particles were dispersed separately in the 
carrier fluid, water, in the concentration range varying from 0 to 
10 wt. percent in increments of 2.0 wt. percent. Each suspension 
was agitated at constant speed and flow rate of cooling water 
through the coil and energy input to the suspension was also 
maintained constant during the period, required by the system to 
reach thermal equilibrium. Under the steady-state conditions, in- 
let and outlet water temperatures and the temperature of the sus- 
pension close to the top and bottom liquid surfaces were recorded 
before changing over to the next impeller speed. The difference 
between the temperatures of the suspension at the top and bottom 
levels was observed to be insignificant. 

Results  and Discussion 
Experimental investigation pertains to the determination of 

heat transfer characteristics of the suspensions with the variation 
of agitator speed and concentration of solid particles. Data anal- 
ysis has been carried out on the basis of one hundred and twenty 
experimental runs. Several data runs were repeated to check the 
consistency of results, which represented the data within _+5 per- 
cent experimental error. Table 1 indicates the range of experi- 
mental variables. 

Effect of Agitator Speed. Heat transfer coefficient was ob- 
served to increase with an increase in speed of agitation for all 
the compositions of sand-water and coal-water suspensions. 
This is attributed to the fact that higher speed of agitation inten- 
sifies the turbulence inside the heat transfer equipment, which 
leads to the effective transfer of heat. Data analysis suggests the 
following exponential relationship between Nusselt and Reyn- 
olds number: 

Nu = B(Re)" 

The exponent, n, was found to be 0.7 for both coal-water and 
sand-water suspensions, which is in good agreement with ob- 
servations for all the single and two-phase liquid mixtures, as 
studied by Pandey (1978) during her earlier investigations as 
well as data for distilled water during the present investigation. 
The constant B varies with physicothermal properties of the liq- 
uid and it remained constant only for a given composition of solid 
particles in suspension. 

Fig. 2 
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Effect of particle concentration on heat transfer coefficient for 
sand-water suspensions 

Effect of Particle Concentration. Figures 2 and 3 represent 
the variation of heat transfer coefficient, h0, with particle con- 
centration in sand-water and coal-water suspensions, respec- 
tively. The outside heat transfer coefficients, h0, were calculated 
by accounting all the resistances in the path of heat transfer (Bird 
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Fig. 3 Effect of particle concentration on heat transfer coefficient for 
coal-water suspensions 
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et al., 1960). A decrease in heat transfer coefficient has been 
observed with an increase in solid particle concentration at each 
speed of the impeller during the current investigations. These 
results conform with the findings of Cummings and West (1950) 
and Frantisak et al. (1968) but contradict the results reported by 
Shah and Ra t  (1969) and Trivedi et al. (1975). Shah and Ra t  
(1969) and Trivedi et al. (1975) have proposed the strong de- 
pendence of heat transfer rate on thermal conductivity of the solid 
particles in suspension. Since thermal conductivity and heat ca- 
pacity of both sand and coal particles are less than those of  the 
carrier fluid, an increase in particle concentration is only expected 
to decrease the net thermal conductivity and heat capacity of the 
suspension. However, Sohn and Chen (1981) and Chung and 
Leal (1982) have reported significant enhancement in effective 
thermal conductivity in low Reynolds number, rotating Couette 
flow using neutrally buoyant solid-fluid suspensions (these stud- 
ies were confined to only microconvective effects, which cannot 
be separated from other effects in case of any two-phase heat 
transfer process). In addition to this, the viscosity of the suspen- 
sion would increase with increasing solid concentration and loss 
in particle velocity would also occur (although loss would be 
small, due to the solid concentration of less than 10 percent) due 
to the interparticle friction and any agglomeration. Change in 
these parameters would cause a decrease in Reynolds number 
and would offset the effects of turbulence created by agitation. 

Conductivity, particle size, and concentration of the suspen- 
sions are the most important parameters, deciding the role of 
particles during heat transfer in suspensions. Further, particle ve- 
locity and particle population in any zone of the vessel depend 
on particle size, density, suspension concentration, and agitator 
depth at any given speed of agitation. Since all the other condi- 
tions for both sand and coal particles in their respective suspen- 
sions were kept identical except the particle density, larger par- 
ticle population of  coal (due to its lower density) could increase 
the frequency of  particle collisions among themselves and also 
with the heat transfer surface. This has caused induced turbulence 
and an increase in heat transfer rate in case of  coa l -water  sus- 
pensions in spite of  the lower thermal conductivity of the dry 
coal in comparison to dry sand. However, no quantitative com- 
parison of  the experimental results was possible with the results 
of the previous researchers as these are the first of their kind for 
heat transfer studies. 
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Three-Fluid Heat Exchanger 
Effectiveness m Revisited 

D .  P .  S e k u l i ~  ~ a n d  I .  K m e ~ k o  2 

Nomenc la ture  
A = heat transfer surface area, m 2 
cp = specific heat of fluid at constant pressure, J /kg  K 

Cj.~ = heat capacity rate ratio = (rhcp)j(rhcp)~ I , j  = 1 or 3 
H = enthalpy rate, J / s  
ik = fluid stream indicator, ik = ± 1, k = 1, 2, or 3 
L = heat exchanger length, m 
rn = mass flow rate, kg/s  

NTU = number of  heat transfer units = ( UA)i.2 (rhcr) ~- i 
Q = heat transfer rate, W 

R* = conductance ratio = ( UA)23 (UA) i~ 
T = temperature, K 
U = overall heat transfer coefficient, W / m  2 K 
x = Cartesian axial coordinate, m 

= heat exchanger effectiveness as defined in Eq. (4) 
01<3) = temperature effectiveness = ( T l ( 3 ) , o u t -  Tl(3),in)(T2,in 

- -  Zl (3),in) -I 
= dimensionless coordinate = x / L  

Ok = dimensionless temperature = (Tk - Tl,in)(T2,in - 
Tl.i°) - l ,  k = 1, 2, or 3 

Subscripts 
1 , 2 , 3  = streams 1,2, o r3  

in = inlet 
max = maximum value 

out = outlet 

Superscripts 
= dimensionless quantity 

3FHE = three-fluid heat exchanger 
P 1 - P 4  = stream couplings 

Introduction 
Previous attempts to define the effectiveness of a three-fluid 

heat exchanger can be traced in the technical literature (Sorlie, 
1962; Willis, 1966; Aulds and Barron, 1967; Willis and Chap- 
man, 1968; Horv~th, 1977; Barron and Yeh, 1976). The first 
logical step in that direction seemed to be the straightforward 
extension of the standard definition of a two-fluid heat exchanger 
effectiveness to the three-fluid heat exchanger case (Sorlie, 
1962): 

Q3FHE 

C -- "3~E ( l ) 
a max 

3FHE 3FHE where Q and Qmax are supposed to represent the actual "heat  
transfer rate" and the maximum "heat  transfer rate" in a three- 
fluid heat exchanger, respectively. 

It is interesting to note, however, that a thorough analysis of  
the concept of the three-fluid heat exchanger effectiveness does 
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et al., 1960). A decrease in heat transfer coefficient has been 
observed with an increase in solid particle concentration at each 
speed of the impeller during the current investigations. These 
results conform with the findings of Cummings and West (1950) 
and Frantisak et al. (1968) but contradict the results reported by 
Shah and Ra t  (1969) and Trivedi et al. (1975). Shah and Ra t  
(1969) and Trivedi et al. (1975) have proposed the strong de- 
pendence of heat transfer rate on thermal conductivity of the solid 
particles in suspension. Since thermal conductivity and heat ca- 
pacity of both sand and coal particles are less than those of  the 
carrier fluid, an increase in particle concentration is only expected 
to decrease the net thermal conductivity and heat capacity of the 
suspension. However, Sohn and Chen (1981) and Chung and 
Leal (1982) have reported significant enhancement in effective 
thermal conductivity in low Reynolds number, rotating Couette 
flow using neutrally buoyant solid-fluid suspensions (these stud- 
ies were confined to only microconvective effects, which cannot 
be separated from other effects in case of any two-phase heat 
transfer process). In addition to this, the viscosity of the suspen- 
sion would increase with increasing solid concentration and loss 
in particle velocity would also occur (although loss would be 
small, due to the solid concentration of less than 10 percent) due 
to the interparticle friction and any agglomeration. Change in 
these parameters would cause a decrease in Reynolds number 
and would offset the effects of turbulence created by agitation. 

Conductivity, particle size, and concentration of the suspen- 
sions are the most important parameters, deciding the role of 
particles during heat transfer in suspensions. Further, particle ve- 
locity and particle population in any zone of the vessel depend 
on particle size, density, suspension concentration, and agitator 
depth at any given speed of agitation. Since all the other condi- 
tions for both sand and coal particles in their respective suspen- 
sions were kept identical except the particle density, larger par- 
ticle population of  coal (due to its lower density) could increase 
the frequency of  particle collisions among themselves and also 
with the heat transfer surface. This has caused induced turbulence 
and an increase in heat transfer rate in case of  coa l -water  sus- 
pensions in spite of  the lower thermal conductivity of the dry 
coal in comparison to dry sand. However, no quantitative com- 
parison of  the experimental results was possible with the results 
of the previous researchers as these are the first of their kind for 
heat transfer studies. 
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Nomenc la ture  
A = heat transfer surface area, m 2 
cp = specific heat of fluid at constant pressure, J /kg  K 

Cj.~ = heat capacity rate ratio = (rhcp)j(rhcp)~ I , j  = 1 or 3 
H = enthalpy rate, J / s  
ik = fluid stream indicator, ik = ± 1, k = 1, 2, or 3 
L = heat exchanger length, m 
rn = mass flow rate, kg/s  

NTU = number of  heat transfer units = ( UA)i.2 (rhcr) ~- i 
Q = heat transfer rate, W 

R* = conductance ratio = ( UA)23 (UA) i~ 
T = temperature, K 
U = overall heat transfer coefficient, W / m  2 K 
x = Cartesian axial coordinate, m 

= heat exchanger effectiveness as defined in Eq. (4) 
01<3) = temperature effectiveness = ( T l ( 3 ) , o u t -  Tl(3),in)(T2,in 

- -  Zl (3),in) -I 
= dimensionless coordinate = x / L  

Ok = dimensionless temperature = (Tk - Tl,in)(T2,in - 
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3FHE = three-fluid heat exchanger 
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Introduction 
Previous attempts to define the effectiveness of a three-fluid 

heat exchanger can be traced in the technical literature (Sorlie, 
1962; Willis, 1966; Aulds and Barron, 1967; Willis and Chap- 
man, 1968; Horv~th, 1977; Barron and Yeh, 1976). The first 
logical step in that direction seemed to be the straightforward 
extension of the standard definition of a two-fluid heat exchanger 
effectiveness to the three-fluid heat exchanger case (Sorlie, 
1962): 

Q3FHE 

C -- "3~E ( l ) 
a max 

3FHE 3FHE where Q and Qmax are supposed to represent the actual "heat  
transfer rate" and the maximum "heat  transfer rate" in a three- 
fluid heat exchanger, respectively. 

It is interesting to note, however, that a thorough analysis of  
the concept of the three-fluid heat exchanger effectiveness does 
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Overall three-fluid heat exchanger effectivenessea: stream couplings P 1 - P 4  

not exist. Consequently, the major objective of this note is to 
provide a basis for further studies of a thermal performance figure 
of merit for a class of thermal devices in which three fluids si- 
multaneously change mutual enthalpy levels without external 
heat and work interactions. 

T h e  O v e r a l l  T h r e e - F l u i d  H e a t  E x c h a n g e r  Effec t iveness  

Revis i ted  

The analysis is going to be performed on a class of parallel 
stream three-fluid heat exchangers with two thermal communi- 
cations (only the central fluid, Fluid 2, is in simultaneous thermal 
contact with the two lateral fluids, Fluids 1 and 3). This class of 
heat exchangers has four possible stream couplings: cocurrent 
flow (P1, all three streams flow in the positive fluid flow direc- 
tion, i ~ l ( ( = i t . I x ~ L ) ,  i~ ~ = +1, k = 1, 2, 3), countercurrent flow 
(P2, Fluid 2 flows in the direction opposite to the other two 
fluids, i.e., i ~ ,  i ~  = - 1  ), countercurrent-cocurrent flow (P3, 
Fluid 1 flows in the direction opposite to the other two fluids, 
i ~ ,  i~ 3 = +1)  and cocurrent-countercurrent flow (P4, Fluid 3 
flows in the direction opposite to the other two fluids, i3e4~, i(  4 
= --1).  3 

In order to define the actual "heat transfer rate," one should 
formulate the purpose of a three-fluid heat exchanger. The most 
frequent situation is when one (central) fluid stream has to be 
used in a heat exchanger device to change simultaneously the 
enthalpy levels of the other two (lateral) fluid streams. Corre- 
spondingly, the purpose of the device has to be expressed in 
terms of enthalpy rate exchanges, not in terms of heat transfer 
rates (Sekuli6, 1990). Having this in mind, let us assume that 
the purpose of a three-fluid heat exchanger is to achieve the pre- 

3 Note that only couplings PI - P3 have to be considered as distinct flow arrange- 
ments (i.e., cocurrent, countercurrent, and countercurrent-cocurrent or cocurrent- 
countercurrent flow arrangement, respectively), regardless of the fact that the cou- 
plings P3 and P4 may have different performances for the same set of governing 
parameters. Couplings P3 and P4 represent distinct physical situations with different 
performances for the same set of parameters and hence should be included in the 
analysis. 

scribed total enthalpy rate change of the two lateral fluids. In that 
case, the engineering goal can be expressed in dimensionless 
form as follows: 

~ / ~ 1  &3 :~ = CI .201 .ou t  + C3.2(O3.out  - O3 . in )  (2) 

where A/ql~3 = (AHi + A I - I 3 ) [ ( m c p ) 2 ( T 2 , i .  - Tl,i.)] - i ,  C~,2 = 
(mcp)Amc.)~=,j = 1 or 3, and Ok,i.(o.t) = (Tk,i.<o.t) -- Tl,i.)(T2,i,, 
- T,,i.) - l .  This goal can be accomplished at the expense of a 
change of the enthalpy rate of the central fluid: 

A/42 = 1 - 02 .... ( 3 ) 

where A~q2 = A H 2 [ ( m c p ) 2 ( T 2 , i .  - T=,i.)]-l is the dimensionless 
enthalpy rate change of Fluid 2. 

It is easy to demonstrate that the equality of the two expres- 
sions given by Eqs, (2) and (3) follows the overall energy (en- 
thalpy) balance of a three-fluid heat exchanger. 

Following the procedure and the rules adopted for the proper 
definition of a figure of merit (i.e., ( i )  the figure of merit should 
represent the measure of performance with respect to the desired 
engineering task, ( i i )  it should be expressed in dimensionless 
form, and ( i i i )  it should range between 0 and 1), one should 
define the effectiveness as a ratio of an actual enthalpy rate 
change in a three-fluid heat exchanger A~ql~3 to the maximum 
possible enthalpy rate change (AH~e.a)ma. : 

A/~I&3  A H i & 3  

£ = ( A ~ l & 3 ) m a x  = ( A / ~ 2 ) m a  x 

C~ ,201 ,ou  t .3 L C3 ,2(O3,0u t  - O3,in ) 
(4) 

(1 - ®2.ou,)m~x 

In Eq. (4) ,  the equality between Eqs. (2) and (3) is taken into 
account. 

Therefore: 

| - -  O2,ou t  
O - ~ c -  < l  (5) 

( 1 -- O2,out)max 

J o u r n a l  of  H e a t  T r a n s f e r  F E B R U A R Y  1995,  Vol. 117  / 2,?.7 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.0 

0.8 

0.6 
dl  

O.4 

o.z 

0.0 
O.O 

,~ff7 PAI,~_MRTER e.,.~ = too  
, F  0.75 

#" 0.50 
/ 0.25 

[ 0.00 

R" = 2 C ~ . =  0 .5  C ~ =  0 . 2 5  
I . , l l l l l l l | | l , l l , l l l l l l l  

1.0 2.0 3.0 4.0 5.0 
NTU 

a 

1.0 

0.5 

'03 
-0.0 

Rg.2 

, , 1' , , , , | , , , '  ! , i ! r , i '1 , ' ,  , , , 

P 3  

@s.i= = 0.00~ 

• "3,,,,,,,,. 0 . 5 0  b 

M . _  -0.5 

R" = 2 C1"~ = 0 . 5  C ~  = 0 . 2 5  
- 1 . 0  i , , , I i , , , i , , , , i , , , , i , , i , 

0.0 l.O 2.0 81.0 4.0 5.0 
NTU 

Temperature effeclJveness incicatots, coupling P3: (a) Fluid 1, (b) Fluid 3 

The next important step is to determine the denominator in Eq. 
(4). The physical meaning of the denominator can be expressed 
as follows: 

(•H2)max = lim (AH2) = lim (1-®2,o,t) ,  (6) 
N T U  P2.-.~o N T U / ' 2 - ~ o  

i.e., the maximum possible enthalpy rate change of the central 
fluid can be accomplished in a countercurrent heat exchanger 
(P2) with infinite large thermal size. The exit temperature for 
Fluid 2 for infinitely large countercurrent heat exchanger in Eq. 
(6) can be determined using the analytical solution given by 
Sekulic (1994). It can be readily shown (using the analytical 
solution from Sekulic (1994) and determining the limes) that 
Eq. (6) takes the form as follows: 

( ~ n 2 )  .... = C ~ 2 ( 1  - O 3 , i n  ) + C *  1,2 (7) 

Introducing Eq. (7) into the expression for overall effectiveness 
given by Eq. (4), leads to: 

C3.2(O3,o°~ - O3,i,) + Cj,2Ol,o= 
= (8) 

e C3",2(1 - -  ~ ) 3 , i n )  + C1~ ,2  

The dimensionless outlet temperatures ®3,o=, and ®t,o~t for all 
four possible stream couplings (P1 - P 4 )  can be calculated using 
the corresponding exact analytical solutions known from the lit- 
erature (Sorlie, 1962; Schneller, 1970; Sekulit, 1994). 

The overall effectiveness definition as given by Eq. (8) is valid 
for any flow arrangement of the three-fluid heat exchanger class 
under study (i.e., three-fluid heat exchanger with two thermal 
communications). This definition holds for thermally balanced 
or unbalanced streams regardless of the mutual relation between 
the heat capacity rate magnitudes. It is important to note that both 
existing concepts of the three-fluid heat exchanger effectiveness 
(Sorlie, 1962; Willis, 1966) give the same results as Eq. (8) 
when C~*.2 + C3",2 < 1, but their definitions lead to erroneous 
evaluation of the exchanger performance when C~2 + C3".2 > 1. 
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According to Sorlie (1962), the outlet temperature of Fluid 2 for an 
infinitely large countercurrent heat exchanger is a function of the 
relevant heat transfer area ratio of an actual heat exchanger and 
respective overall heat conductances. However, the assumption of 
an infinitely large heat exchanger should not be dependent upon the 
exchanger parameters. Willis (1966) assumed that the exit temper- 
ature of Fluid 2 should be numerically equal to the mixed-mean 
inlet temperature of Fluids 1 and 3. As a consequence, his three- 
fluid heat exchanger effectiveness can exceed unity. 

A n a l y s i s  

The three-fluid heat exchanger effectiveness given by Eq. (8) 
reduces to the two-fluid heat exchanger effectiveness if one ther- 
mal communication vanishes (i.e., the communication between 
Fluids 2 and 3). In that situation, the first terms in both the nom- 
inator and the denominator vanish, and effectiveness equals the 
dimensionless outlet temperature of Fluid 1. It can be shown that 
the dimensionless outlet temperature of the lateral Fluid 1 in that 
case reduces to the effectiveness of cocurrent or countercurrent 
flow arrangements, depending on the mutual flow direction of 
the remaining two fluid streams. 

In order to provide insight into the nature of overall three-fluid 
heat exchanger effectiveness, let us consider this figure of merit 
for the same set of parameters but for different fluid flow arrange- 
ments. The set of relevant parameters is as follows: C* L2 = 0.5, 
C~.2 = 0.25, R* = (UA)2.3(UA)~ = 2.0, ®3,i, = 0.0, 0.25, 0.5, 
0.75, and 1.0, and NTU = (UAh.2(rhcp)~ l = 0.0-5.0. In Fig. 1, 
the overall effectiveness curves are presented for all four stream 
couplings (P1 - P4). 

Several conclusions may be drawn from the inspection of these 
diagrams. The first important conclusion is that the countercur- 
rent flow arrangement (coupling P2) has, as expected, the most 
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favorable performance compared to the other three stream cou- 
plings. The cocurrent arrangement (coupling P1 ) has the worst 
performance, the same conclusion as for two-fluid heat exchang- 
ers. The rank of performance for the remaining two couplings 
depends on the range of thermal size values (expressed in terms 
of NTU parameters) under consideration, and the value of the 
dimensionless inlet temperature of Fluid 3. 

A very interesting, unexpected feature of the effectiveness behav- 
ior for the countercurrent-cocurrent coupling (P3) takes place in 
the region of moderately large NTUs. That is, the inversion of the 
effectiveness level with respect to the dimensionless inlet tempera- 
ture of the third fluid occurs at NTU' = 1.575 (for the particular 
selection of parameters as mentioned above). To understand the 
meaning of this behavior and to demonstrate how the overall three- 
fluid heat exchanger effectiveness reflects the exchanger perfor- 
mance, one needs to consider the actual physical situation within a 
heat exchanger. This study should involve both the so-called tem- 
perature effectivenesses (Sorlie, 1962), and the actual temperature 
distributions within the heat exchanger. 

Temperature effectivenesses are indicators of the outlet tem- 
perature levels of both lateral fluids. They indicate how close (or 
far) the lateral fluids outlet temperatures approach (or differ 
from) the inlet temperature of the central fluid, i.e., 

~'~1 : Or,out (9) 

O3 .... - O3,~. 
03 (10) 

1 - O3,in 

Note that the temperature effectiveness indicator does not nec- 
essarily satisfy the third rule imposed for the proper definition of 
a figure of merit. That is, it can take either positive or negative 
values, even smaller than - 1, depending on the given inlet tem- 
perature conditions and the set of relevant parameters. 

In Fig. 2 the two temperature effectivenesses indicators are 
presented for the same set of parameters that have been used to 
demonstrate the nature of overall heat exchanger effectiveness 
(see Fig. 1 ). 

The temperature effectiveness indicator of Fluid 1 (see Fig. 2a) 
monotonously increases if either the thermal size of a heat exchanger 
or the dimensionless inlet temperature of the third fluid increases for 
the given set of heat capacity rate ratios and conductance ratio. The 
temperature effectiveness indicator of Fluid 3 (see Fig. 2b), how- 
ever, increases, reaches a maximum value, and further decreases 
with the increase in NTU of the heat exchanger, the other parameters 
remaining fixed as before. For this particular set of parameters, the 
temperature effectiveness indicator of the third fluid reaches even 
negative values for either large dimensionless inlet temperatures of 
Fluid 3 or large thermal sizes. This means that Fluid 3 was actually 
cooled instead of being heated. 

In order to understand why temperature effectivenesses indicators 
and overall effectiveness were interrelated in the described manner, 
one should consider the actual temperature distributions (i.e., O = 
®(~), ~ = x/L) of all three fluids in a three-fluid heat exchanger of 
a given flow arrangement. In Fig. 3, these temperature distributions 
are presented for the cases of Fig. 2 for only three values of ®3,~. 
(0, 0.5, and 1 ) and two values of NTU (0.6 and 3.0). 

At NTU = 0.6, if the inlet temperature ®3,~, is equal to zero 
(see Fig. 3a), both lateral fluids are going to be heated. Fluid 3 
will have the outlet temperature slightly higher than the central 
fluid (i.e., the temperature cross is very close to the exit) and a 
very small portion of the heat exchanger surface might be con- 
sidered as "wasted." An increase in the inlet temperature of 
Fluid 3 will cause a shift of the temperature cross (see Fig. 3b 
for ®3,i, = 0.5) within the heat exchanger, and Fluid 3 will have 
higher temperature than Fluid 2 within a substantial polrtion of 
the exchanger. Fluid 2 (idealized perfectly mixed at every cross 
section) is being cooled by Fluid 1 and Fluid 3 simultaneously 
in the portion of the heat exchanger close to the inlets of Fluids 
2 and 3. The temperature of Fluid 3 becomes higher than that of 
Fluid 2 close to the exit depending upon the heat capacity rate 

ratios, NTU and ®3.i,. In addition, the enthalpy rate change of 
the third fluid will be substantially smaller and the temperature 
effectiveness indicator of this fluid will decrease (see Fig. 2b). 
The temperature effectiveness indicator of Fluid 1, though, will 
increase slightly (Fig. 2a). If both fluids, Fluids 3 and 2, are 
going to have the same inlet temperature (i.e., ®3.~. = 1.0, see 
Fig. 3c), the previous goal (i.e., to heat both lateral fluids by the 
central fluid) is going to be completely lost, and the third fluid 
will be cooled throughout the heat exchanger. 

The nature of the temperature distribution behavior at large 
NTU is, however, quite different (see Fig. 3 d - f ) .  At NTU = 3, 
the increase in ®3.i,, from 0 to 1 will result in monotonous increase 
of outlet temperatures of both Fluids 1 and 3. There is, however, 
a remarkable difference in temperature distributions of these two 
fluid streams. While the temperature of Fluid 1 has monotonous 
increase along the heat exchanger, the temperature of Fluid 3 will 
increase, reach a maximum value, and then decrease (see Fig. 
3d, e). Note that the flow direction of Fluid 3 is from right to 
left (i.e., coupling P3). For both @3.in = 0 and 0.5, the temper- 
ature cross between Fluids 3 and 2 is present. At ®3.~n = 1.0, the 
temperature of Fluid 3 will monotonically decrease from the inlet 
to the outlet of the heat exchanger. Consequently, the temperature 
effectiveness of Fluid 1 will again monotonically increase with 
an increase in O3,in (see Fig. 2a), i.e., the same as has been 
noticed for small values of NTUs. Temperature effectiveness of 
Fluid 3, however, will deteriorate even faster than was the case 
at small values of NTUs (see Fig. 2b). 

Concluding Remarks 
The overall three-fluid heat exchanger effectiveness provides 

an insight into the overall performance of the exchanger with 
respect to its defined engineering goal. This figure of merit 
though reflects only the combined consequences of enthalpy 
changes of all three fluids involved. 
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favorable performance compared to the other three stream cou- 
plings. The cocurrent arrangement (coupling P1 ) has the worst 
performance, the same conclusion as for two-fluid heat exchang- 
ers. The rank of performance for the remaining two couplings 
depends on the range of thermal size values (expressed in terms 
of NTU parameters) under consideration, and the value of the 
dimensionless inlet temperature of Fluid 3. 

A very interesting, unexpected feature of the effectiveness behav- 
ior for the countercurrent-cocurrent coupling (P3) takes place in 
the region of moderately large NTUs. That is, the inversion of the 
effectiveness level with respect to the dimensionless inlet tempera- 
ture of the third fluid occurs at NTU' = 1.575 (for the particular 
selection of parameters as mentioned above). To understand the 
meaning of this behavior and to demonstrate how the overall three- 
fluid heat exchanger effectiveness reflects the exchanger perfor- 
mance, one needs to consider the actual physical situation within a 
heat exchanger. This study should involve both the so-called tem- 
perature effectivenesses (Sorlie, 1962), and the actual temperature 
distributions within the heat exchanger. 

Temperature effectivenesses are indicators of the outlet tem- 
perature levels of both lateral fluids. They indicate how close (or 
far) the lateral fluids outlet temperatures approach (or differ 
from) the inlet temperature of the central fluid, i.e., 

~'~1 : Or,out (9) 

O3 .... - O3,~. 
03 (10) 

1 - O3,in 

Note that the temperature effectiveness indicator does not nec- 
essarily satisfy the third rule imposed for the proper definition of 
a figure of merit. That is, it can take either positive or negative 
values, even smaller than - 1, depending on the given inlet tem- 
perature conditions and the set of relevant parameters. 

In Fig. 2 the two temperature effectivenesses indicators are 
presented for the same set of parameters that have been used to 
demonstrate the nature of overall heat exchanger effectiveness 
(see Fig. 1 ). 

The temperature effectiveness indicator of Fluid 1 (see Fig. 2a) 
monotonously increases if either the thermal size of a heat exchanger 
or the dimensionless inlet temperature of the third fluid increases for 
the given set of heat capacity rate ratios and conductance ratio. The 
temperature effectiveness indicator of Fluid 3 (see Fig. 2b), how- 
ever, increases, reaches a maximum value, and further decreases 
with the increase in NTU of the heat exchanger, the other parameters 
remaining fixed as before. For this particular set of parameters, the 
temperature effectiveness indicator of the third fluid reaches even 
negative values for either large dimensionless inlet temperatures of 
Fluid 3 or large thermal sizes. This means that Fluid 3 was actually 
cooled instead of being heated. 

In order to understand why temperature effectivenesses indicators 
and overall effectiveness were interrelated in the described manner, 
one should consider the actual temperature distributions (i.e., O = 
®(~), ~ = x/L) of all three fluids in a three-fluid heat exchanger of 
a given flow arrangement. In Fig. 3, these temperature distributions 
are presented for the cases of Fig. 2 for only three values of ®3,~. 
(0, 0.5, and 1 ) and two values of NTU (0.6 and 3.0). 

At NTU = 0.6, if the inlet temperature ®3,~, is equal to zero 
(see Fig. 3a), both lateral fluids are going to be heated. Fluid 3 
will have the outlet temperature slightly higher than the central 
fluid (i.e., the temperature cross is very close to the exit) and a 
very small portion of the heat exchanger surface might be con- 
sidered as "wasted." An increase in the inlet temperature of 
Fluid 3 will cause a shift of the temperature cross (see Fig. 3b 
for ®3,i, = 0.5) within the heat exchanger, and Fluid 3 will have 
higher temperature than Fluid 2 within a substantial polrtion of 
the exchanger. Fluid 2 (idealized perfectly mixed at every cross 
section) is being cooled by Fluid 1 and Fluid 3 simultaneously 
in the portion of the heat exchanger close to the inlets of Fluids 
2 and 3. The temperature of Fluid 3 becomes higher than that of 
Fluid 2 close to the exit depending upon the heat capacity rate 

ratios, NTU and ®3.i,. In addition, the enthalpy rate change of 
the third fluid will be substantially smaller and the temperature 
effectiveness indicator of this fluid will decrease (see Fig. 2b). 
The temperature effectiveness indicator of Fluid 1, though, will 
increase slightly (Fig. 2a). If both fluids, Fluids 3 and 2, are 
going to have the same inlet temperature (i.e., ®3.~. = 1.0, see 
Fig. 3c), the previous goal (i.e., to heat both lateral fluids by the 
central fluid) is going to be completely lost, and the third fluid 
will be cooled throughout the heat exchanger. 

The nature of the temperature distribution behavior at large 
NTU is, however, quite different (see Fig. 3 d - f ) .  At NTU = 3, 
the increase in ®3.i,, from 0 to 1 will result in monotonous increase 
of outlet temperatures of both Fluids 1 and 3. There is, however, 
a remarkable difference in temperature distributions of these two 
fluid streams. While the temperature of Fluid 1 has monotonous 
increase along the heat exchanger, the temperature of Fluid 3 will 
increase, reach a maximum value, and then decrease (see Fig. 
3d, e). Note that the flow direction of Fluid 3 is from right to 
left (i.e., coupling P3). For both @3.in = 0 and 0.5, the temper- 
ature cross between Fluids 3 and 2 is present. At ®3.~n = 1.0, the 
temperature of Fluid 3 will monotonically decrease from the inlet 
to the outlet of the heat exchanger. Consequently, the temperature 
effectiveness of Fluid 1 will again monotonically increase with 
an increase in O3,in (see Fig. 2a), i.e., the same as has been 
noticed for small values of NTUs. Temperature effectiveness of 
Fluid 3, however, will deteriorate even faster than was the case 
at small values of NTUs (see Fig. 2b). 

Concluding Remarks 
The overall three-fluid heat exchanger effectiveness provides 

an insight into the overall performance of the exchanger with 
respect to its defined engineering goal. This figure of merit 
though reflects only the combined consequences of enthalpy 
changes of all three fluids involved. 
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x , y  = 

Ot = 

k =  
/ z =  
7" : 

p =  

4,= 

mass diffusivity, ma/s 
hydraulic diameter = 4b, m 
latent heat of vaporization, J/kg 
gravitational acceleration, m/s a 
effective Grashof number = Grr + GrM 
Grashof number for mass transfer = g (Ma/Mu - 
1)(Ww - wo)Dh3 /u  2 
Grashof number for heat transfer = gl3(Tw - 
To). D~/u  2 
molar mass, kg/(K.mol)  
local Nusselt number for latent heat transport, Eq. (12) 
local Nusselt number for sensible heat transport, Eq. 
(12) 
overall Nusselt number = Nu, + Nut, Eq. ( 11 ) 
motion or dynamic pressure = p - P0 
Prandtl number = u/ot 
total heat transfer rate 
total heat transfer rate for dry wall 
total energy flux, Eq. (10), W/m a 
latent heat flux (or net enthalpy flux) = ni~. hf~, W/ 
m 2 

sensible heat flux, W / m  z 
Reynolds number = ft. 4b/u 
Schmidt number = u /D  
turbulent Schmidt number 
interfacial Sherwood number 
temperature, K, °C 
axial velocity, m/s 
fully developed velocity at inlet, m/s 
transverse velocity, m/s 
mass fraction of water vapor 
coordinates in the x and y directions, respectively, m 
thermal diffusivity, ma/s 
thermal conductivity, W/m. °C 
dynamic viscosity, N. s/m z 
shear stress, kPa 
density, kg/m 3 
relative humidity at inlet 

Subscripts 

a = of air 
t = turbulent 
v = of vapor 

w = condition at wall 
0 = condition at inlet 

I n t r o d u c t i o n  

Latent heat transfer associated with liquid film evaporation in 
turbulent mixed convection heat transfer is important in many 
engineering applications. Noticeable examples include the cool- 
ing of microelectronic equipment, the process of the evaporative 
cooling for waste heat disposal, the simultaneous diffusion of 
metabolic heat and perspiration in controlling our body temper- 
ature, and double-diffusive convection in ocean flows. 

A vast amount of work, both theoretical and experimental, 
exists in the literature to study the effects of thermal buoyancy 
force on the turbulent forced convection channel flows, as is ev- 
ident in the reviews by Petukhov et al. (1982) and Jackson et al. 
(1989). Only those related to the present work are briefly re- 
viewed here. Thermal buoyancy effects on turbulent forced con- 
vection in a ascending flow in heated vertical pipes were exam- 
ined by Cart et al. (1973) and Connor and Carr (1978). Their 
results showed that at high Grashof numbers a limiting profile 
shape was approached, with maximum velocity shifting toward 
the heated wall. The interactions of natural and forced convection 
in the turbulent, downward flow in a heated vertical pipe were 
investigated by Axcell and Hall (1978) and Easby (1978). They 

observed a marked enhancement in heat transfer rate but decrease 
in the friction coefficient compared with the corresponding re- 
sults of turbulent forced convection. Turbulent mixed convection 
flows between vertical parallel plates subjected to different wall 
temperatures was investigated by Nakajima et al. (1980). In or- 
der to simulate the problem, they adopted a modified mixing 
length model to examine the effects of aiding and opposing buoy- 
ancy forces on fully developed turbulent forced convection. Ab- 
delmeguid and Spalding (1979) applied, for the first time, a two- 
equation model for turbulent mixed convection pipe flows. Their 
model adopted a simple treatment near the wall, utilizing the wall 
function. Recently, Cotton and Jackson (1990) and Tanaka et al. 
(1987) applied a low-Reynolds-number k - c  turbulent model to 
predict the turbulent mixed convection heat transfer and flow in 
vertical pipes. They were fairly successful in predicting heat 
transfer distribution with the experimental results. 

As far as mixed convection heat and mass transfer are con- 
cerned, laminar mixed convection heat and mass transfer in wet- 
ted ducts was investigated by Lin et al. (1988) and Yan( 1991 ). 
In their analyses, they found that the heat transfer along the wet- 
ted wall is dominated by the transfer of latent heat in association 
with 'film evaporation. 

In spite of its importance in engineering applications, the tur- 
bulent mixed convection heat and mass transfer in a wetted chan- 
nel has not been adequately studied. This motivates the present 
work. 

Analysis 
In this work, the geometry of the system under consideration 

is a vertical parallel plate channel with a half-channel-width b. 
The channel walls are wetted by thin liquid water films. The loss 
of evaporated water in the film is compensated by injection of 
additional liquid through the porous channel wall. With good 
control of the water injection and the appropriate choice of the 
porosity of porous channel wall, the film on the wetted surface 
can be regarded as stationary and at the same uniform tempera- 
ture as the channel wall temperature Tw. The flow of moist air 
enters the channel from the bottom or top with a fully developed 
velocity u/and a uniform temperature To. The flow is influenced 
by the combined buoyancy forces due to differences in temper- 
ature and concentration of water vapor between the wetted wall 
and the ambient. 

Steady turbulent mixed convection heat and mass transfer can 
be explored, with the usual boundary layer approximation, by the 
following conservation equations of mass, axial momentum, en- 
ergy, and concentration: 

O(pu) /Ox + O(pv) lOy  = 0 (1)  

puOu/Ox + pvOu/Oy 

= -dpm/dx  + 0[(# + tz,)Ou/Oy]/Oy + sign(po - p)g (2) 

pcpuOT/Ox + pCpVOT/Oy = 0[(k + k,)OT/Oy]/Oy (3) 

puOw/Ox + pvOw/Oy = O[p(D + Dt)Ow/Oy]/Oy (4) 

It is noted in Eq. (2) that the third term on the right-hand side 
means the buoyancy forces due to the variations in temperature 
and concentration. For upward flow, the "sign" is taken as plus, 
while for downward flow, the "sign" is minus. The/z, and k, are 
the turbulent viscosity and conductivity, respectively. In this 
work, the turbulent mass diffusivity D, is modeled through the 
relation D, = u,/Sc,. The turbulent Schmidt number Sc, is taken 
to be 1 (Bejan, 1984). 

The boundary conditions for this marching-type problem are: 

x = 0 :  u = u f ( y ) ,  T =  To, W=Wo (5) 

y = 0 :  O u / O y = O T / O y = O  (6) 

y = b :  u = 0 ,  v = v ~ ( x ) ,  T = T w ,  w = w w  (7) 
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In Eq. (7), the transverse velocity of the air-vapor mixture is 
deduced by assuming the interface is semipermeable (Eckert and 
Drake, 1972), 

vw = - ( D  + D,)/(1 - W w ) ' O w / O y  (8) 

Moreover, by assuming the interface to be in thermodynamic 
equilibrium and the air-vapor mixture an ideal gas mixture, the 
mass fraction of the water vapor can be evaluated by 

Ww = M ~ p w / [ M a ( P o  - p w )  + M, ,pw]  (9) 

where Pw is the partial pressure of the water vapor at the wetted 
wall. 

Energy transport between the wetted wall and the moist air in 
the presence of mass transfer depends on two related factors: the 
fluid temperature gradient at the wetted wall, resulting from the 
sensible heat transfer, and the rate of mass transfer, resulting from 
the latent heat transfer (Eckert and Drake, 1972). The total heat 
flux from the wetted wall is given by 

q~ = q.'~'~ + q~'~ 

= ( X O T / O y ) w  + [ p D / ( l  - w w ) ] . ( O w l O y ) w . h f 8  (10) 

The local Nusselt number can be defined as 

Nux = q ] ' . ' D h / [ h ( T w  - To)] = Nu¢ + Nut (11) 

where Nus and Nut are, respectively, the local Nusselt numbers 
for sensible and latent heat transfer, and are defined as 

Nu,. = D h ' ( O T / O y ) w / ( T w  - Tt,), 

Nul = D h . ( p V w ) / [ h ( T w  - T~)] (12) 

Similarly, the local Sherwood number then becomes 

Sh = D h ' ( O w / O y ) w / ( W w  -- Wb) (13) 

For simulation of turbulence in the flow, a modified low-Reyn- 
olds-number k - c  turbulence model proposed by Myong et al. 
(1989) is adopted to eliminate the usage of wall functions in the 
computation and thus to permit direct integration of the transport 
equations to wetted wall. Due to the space limit, the turbulence 
modeling is omitted. The detailed description is available in the 
work of Yan (1993). 

Solution Method 
The governing Eqs. ( 1 ) -  (4) are solved numerically using a 

fully implicit numerical scheme in which the axial convective 
term is approximated by upwind difference and the transverse 
convection and diffusion terms by central difference. This 
scheme is employed to transform the governing equations into 
the finite difference equations. Each system of finite difference 
equations forms a tridiagonal set, which can be efficiently solved 
by the Thomas algorithm. Considering the large gradient of the 
variables at the entrance and near the gas-liquid interface, a non- 
uniform grid system, in both axial and transverse directions, was 

employed to accommodate the drastic variations of u, T, and w. 
The grid lines are clustered together in the regions near the inlet 
and the gas-liquid interface. The transverse distribution of grid 
nodes is arranged by locating the first five nodes in the gas side 
within the viscous sublayer adjacent to the gas-liquid interface 
and expanding the rest of the grid points to the channel centerline 
using a factor of 1.04. To produce grid-independent results, it 
was found from the separate computational runs that the differ- 
ences in the local Nusselt number Nux from computations using 
either 201 × 121 or 101 × 81 grids are always less than 1 percent. 
To check the numerical scheme further, the results for limiting 
case of turbulent mixed convection heat transfer in a vertical pipe 
was first obtained. The predicted results agree well with those of 
Tanaka et al. (1987) and Cotton and Jackson (1990). Addition- 
ally, a comparison was also made by comparing the results for 
laminar mixed convection heat and mass transfer in a vertical 
channel with the results provided by Yan( 1991 ). The predicted 
axial variations of local Nusselt numbers are indistinguishable 
from those in Yan( 1991 ). Through these program tests, the pro- 
posed numerical algorithm is considered to be suitable for the 
problem. 

Results and Discussion 

In this study, the calculations are specifically performed for 
moist air flowing in a vertical channel. As shown by Lin et al. 
(1988), not all the values for the nondimensional groups ap- 
pearing in the analysis, i.e., Pr, Sc, Grr, Grg, etc., can be arbi- 
trarily assigned. In fact, they are interdependent for a given mix- 
ture under certain specific condition. In this work, the physical 
parameters--wall temperature, relative humidity of ambient air, 
and inlet Reynolds number--are chosen as the independent vari- 
ables. Eight cases shown in Table 1 were selected to investigate 
the buoyancy forces on the turbulent forced convection heat and 
mass transfer in a vertical channel. All of the cases are based on 
a vertical channel of half channel width b = 0.05 m. 

To study the relative contributions of heat transfer through 
sensible and latent heat exchanges in the flow, both sensible heat 
Nusselt number Nus and latent heat Nusselt number Nu~ are pre- 
sented in Figs. l ( a )  and l (b ) .  For comparison purposes, the 
results of dry wall are also plotted in Fig. 1 (a) by the dashed 
curves. Comparing cases I and III or cases II and IV in Fig. 1 
indicates that for upward flow, the upward buoyancy forces 
would cause a significant reduction in Nus or Nut. This stems 
from the fact the aiding buoyancy forces would modify turbulent 
flow to such an extent that both turbulent shear stress and tur- 
bulent energy transport are reduced, leading to a deterioration of 
heat transfer. Meanwhile, for downward flow, the heat transfer 
is progressively augmented by the retarding buoyancy forces as 
the fluid moves downstream. By comparing the solid and dashed 
curves in Fig. 1 (a),  it is obvious that the presence of moisture 
on the wetted wall tends to diminish the sensible heat Nusselt 
number for buoyancy-aiding flows. For buoyancy-opposing 
flows, the presence of moisture on the wetted wall may enhance 
or decrease Nus. Near the entrance, Nus is larger than at the wet- 

Table 1 Values of major parameters for various cases 

Case To, °C Tw, °C Re Grr Gru Pr Sc ~b, percent GrflRe 2 

I 20 40 2 × 104 2.369 X l 0  7 8.316 × 106 0.709 0.597 50 0.080 
II 20 60 2 X 10 4 4.739 N 10 7 2.640 X 10 7 0.709 0.597 50 0.184 

III 20 40 2 × 104 -2.369 X 10 7 -8.316 × 106 0.709 0.597 50 -0.080 
IV 20 60 2 × 104 -4.739 x 107 -2.640 X 10 7 0.709 0.597 50 -0.184 
V 20 40 5 × 104 2.369 X 10 7 8.316 × 106 0.709 0.597 50 0.0128 

VI 20 60 5 × 104 4.739 x 10 7 2.640 X 10 7 0.709 0.597 50 0.0295 
VII 20 40 5 × 104 -2.369 x 107 -8.316 X 10 6 0.709 0.597 50 -0.0128 

VIII 20 60 5 X 104 -4.739 × 107 -2.640 x 10 7 0.709 0.597 50 -0.0295 

In this work, the half channel width b is 0.05 m. 
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Fig. 1 Local Nusaelt number distributions for (a) sensible heat; (b) latent 
heat 

ted wall. The reverse trend is found in the downstream region. 
Hence, the correlations applicable to mixed convection heat 
transfer can not be applied to the moist surface conditions. In 
Fig. l (b ) ,  the flow with a higher Tw shows a larger Nul (by 
comparing cases I and II or cases III and IV). This is brought 
about by the larger latent heat transport in connection with the 
larger liquid film evaporation for higher Tw. Besides, a larger Nul 
results for a buoyancy-retarding flow (i.e., downward flow). It 
becomes apparent, by comparing the magnitudes of Nu, and Nut, 
that heat transfer resulting from the latent heat exchange is much 
more effective. 

The effects of the combined buoyancy forces of thermal and 
mass diffusion on the local Sherwood number distributions are 
presented in Fig. 2 for both upward and downward flows. In Fig. 
2, cases I, II, V, and VI are upward flow (aiding flow) while 
cases III, IV, VII, and VIII are descending flow (opposing flow). 
It is noted that for aiding flow, Sh decreases with the increase in 
wall temperature Tw (by comparing cases I and II or cases V and 
VI). This stems from the double effects. One is due to the higher 
blowing (evaporating) effect• The other is owing to the larger 
buoyancy forces for a higher Tw, which would modify turbulent 
flow to a larger extent that both turbulent shear stress and tur- 
bulent energy transport are reduced, leading to a larger deterio- 
ration of heat and mass transfer. For opposing flow, except the 
region near the entrance, a larger Sh results in a higher Tw (i.e., 
larger opposing buoyancy forces). This is similar to the general 
conception that for turbulent mixed convection heat transfer, the 
heat transfer increases with the buoyancy forces in the buoyancy- 
opposing flow. It was found from the separate computational runs 
that the heat and mass transfer analogy can not be applied in this 
work. 

The most pronounced influences on the turbulent transport 
processes are noted by examining the distributions of the shear 
stress across the channel. Figure 3 presents the shear stress pro- 
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file, normalized by the wall shear stress Tw. For pure forced con- 
vection, the relationship between the shear stress and transverse 
position is linear• However, with buoyancy effects taken into 
account, the profile becomes greatly distorted. For opposing flow 
(case III, IV, VII, and VIII), a shear stress maximum would 
move from the wall to the region where mean flow kinetic energy 
is fed into the turbulence, as is evident from the results in Fig. 4. 
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Fig. 4 Turbulent kinetic energy distributions across the channel 

In this maximum shear stress region, the production of turbulent 
energy, expressed as rOu/Oy, will be much larger than that in a 
purely forced convection flow and hence the eddy diffusivities 
of heat and momentum will be increased (Easby, 1978 ). This in 
turn results in the enhancement of heat and mass transfer. But 
for aiding flow, the shear stress decreases with the increase in Tw 
(by comparing cases I and II or cases V and VI). 

Shown in Fig. 4 are the variations of turbulent kinetic energy 
k across the channel at x/b = 60. As is explained in Fig. 3, for 
the opposing flow the k value in the region of maximum turbulent 
energy production increases with T,,. But for aiding flow, the 
buoyancy forces reduce the production of turbulent kinetic en- 
ergy in the flow, which in turn causes a lower level of turbulent 
kinetic energy. 
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Fig.  5 E f f e c t  o f  v a r i o u s  c o n d i t i o n s  o n  t h e  to ta l  h e a t  t r a n s f e r  r a t e  

To illustrate the effectiveness of latent heat transfer through 
mass diffusion, the total heat transfer rate from the wetted chan- 
nel to the moist air is compared with the result for the situation 
in which the channel walt is dry. The results for Q/Qo are given 
in Fig. 5. Q0 represents the total heat transfer rate under dry wall 
conditions. The tremendous capacity of energy transport through 
mass diffusion is demonstrated by noting that Q/Qo can be as 
large as 8 for Tw = 60°C. 

Conclusions 
The effects of combined buoyancy forces of thermal and mass 

diffusion on the turbulent forced convection heat and mass trans- 
fer in the upward and downward flows were numerically exam- 
ined in detail. Results are presented for air-water system under 
different wall temperature and Reynolds number. Particular at- 
tention is paid to investigating the role of latent heat transport 
associated with the film vaporization in turbulent mixed convec- 
tion heat and mass transfer. Predicted results show that the heat 
transfer along the wetted wall is dominated by the latent heat 
transfer. Additionally, the buoyancy forces would cause a dete- 
rioration of the heat and mass transfer coefficients in the buoy- 
ancy-aiding flow compared with the corresponding results of tur- 
bulent forced convection, and vice versa in the buoyancy-oppos- 
ing flow. 
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Unsteady Conjugated Mixed 
Convection in a Vertical Channel 

Wei-Mon Yan 1 and Kuan-Tzong Lee 2 

Nomenc la ture  

A = wall-to-fluid thermal diffusivity ratio = taw/af  
b = half channel width 

Crf  = specific heat of fluid 
C,w = specific heat of  wall 

g = gravitational acceleration 
Gr = Grashof number, Eq. (5) 
K = wall-to-fluid thermal conductivity ratio = kw/k f  
kf = fluid thermal conductivity 
kw = wall thermal conductivity 

Nu = local Nusselt number, Eq. (12) 
P = dimensionless pressure defect = P m / ( P f  if2) 

Pm = pressure defect (dynamic pressure) = p - P0 
Pr = Prandtl number = ~f/oq 

q~o = outer wall heat flux 
Re = Reynolds number = f f b / v  I 

T = temperature 
Tb = bulk fluid temperature 
Te = initial or inlet temperature 

Two = external wall temperature 
t = time 

U = dimensionless axial velocity = u l f f  
u = axial velocity 
ff = mean velocity at entrance 
V = dimensionless transverse velocity = vRe/ff  
v = transverse velocity 

X = dimensionless axial coordinate = x / ( b .  Re) 
x = axial coordinate 
Y = dimensionless transverse coordinate = y / b  
y = transverse coordinate 

off = thermal diffusivity of  fluid 
t~w = thermal diffusivity of  wall 

/~ = thermal expansion of  fluid 
/~* = wall conduction parameter 
A = dimensionless wall thickness = 6 / b  
0 = dimensionless temperature = ( T  - T~) / (qwob/k l )  for 

UHF; ( T  - Te) / (T~o - T~) for UWT 
vf = kinematic viscosity of  fluid 
pf = fluid density at inlet temperature 
Pw = density of  wall 

~- = dimensionless time = t t~f /b 2 

Subscripts 

e = at inlet or initial condition 
f = of  fluid 
w = of  wall 

Introduct ion 

The problems of  combined free and forced convection heat 
transfer in internal flows are encountered in industrial, techno- 
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logical, and natural surroundings. Outstanding examples include 
solar energy collection systems, cooling in electronic equipment, 
cooling and distillation systems in chemical processes, and ven- 
tilation systems. Existing literature for vertical parallel-plate 
channels deals mostly with the limiting case of zero wall thick- 
ness. Little information is available for the unsteady conjugated 
problem. This paper examines the wall effects on unsteady mixed 
convection in a vertical channel. 

Quintiere and Muller (1973) presented the overall heat transfer 
results for finite vertical parallel plates. They found a significant 
effect of  the inlet pressure condition on the heat transfer and flow 
behaviors at high Rayleigh numbers. Steady mixed convection 
heat transfer between vertical parallel plates with asymmetrically 
heated conditions was studied by Aung and Worku (1986a, 
1986b, 1987), Habchi and Acharya (1986),  and Gau et al. 
(1992a). Aung and Worku (1986a) showed that the hydrody- 
namic entry length initially increases rapidly with Gr /Re  and 
then approaches an asymptotic value at large Gr/Re.  But the 
buoyancy effect diminishes the thermal development distance. A 
criterion for the occurrence of the flow reversal was presented 
by Aung and Worku (1986b). Aung and Worku (1987) also 
showed that for a symmetric wall heating condition buoyancy 
introduces a lesser degree of  skewness in the velocity distribution 
and flow reversal is more prone to occur in uniform wall tem- 
perature situation. In particular, no flow reversal is predicted for 
Gr /Re  up to 500. Habchi and Acharya (1986) indicated that the 
local Nusselt number increases with increasing value of Gr /Re  2. 
The correlations of the average Nusselt number for buoyancy 
aiding and opposing flows were proposed by Gau et al. (1992a). 
Ingham et al. ( 1988a, 1988b) developed a numerical method to 
treat the flow reversal in buoyancy-aiding and opposing flows. 
They noted that poor heat transfer results when flow is retarded 
by an opposing buoyancy, but for a large and negative Gr /Re  
heat transfer is rather effective. Additionally, they found that by 
solving the corresponding elliptic equations, the parabolic solu- 
tion method produces a good approximation of  the flow for Re 
~- 50. A closed-form solution was obtained by Cheng et al. 
(1990) for laminar fully developed mixed convection between 
parallel plates. Mixed convection between vertical parallel plates 
with and without flow reversal was examined by Jeng et al. 
(1992) over the range of  Re from 1 to 1000. Their results showed 
that the matching technique using the boundary-layer equations 
can accurately calculate the heat transfer along the heated wall 
for Re -> 50. Recently, mixed convection flow and heat transfer 
processes in a heated vertical channel were studied experimen- 
tally and numerically by Gau et al. (1992b) and Lin et al. ( 1993 ), 
respectively. Their results showed that when Gr /Re  2 is relatively 
large, the flow may become unstable. 

The impacts of  the wall effect on unsteady forced convection 
heat transfer in laminar channel flows have been studied by nu- 
merous researchers (Sucec, 1987a, 1987b; Lin and Kuo, 1988; 
Lee and Yan, 1993). They showed that the wall effect has a 
significant impact on the unsteady heat transfer, especially for 
the early transient period. Recently, Lin et al. ( 1991 ) presented 
the results of unsteady laminar mixed convection heat transfer in 
a vertical channel with a low Gr /Re  so that no flow reversal 
occurs. Their results revealed that the wall heat capacity has a 
significant effect on the characteristics of  heat transfer and flow. 
Nevertheless, wall conduction still remains untreated. Despite the 
relatiVe importance in engineering applications, the unsteady 
conjugated mixed convection heat transfer has not received much 
attention. This motivates the present study to investigate the un- 
steady conjugated mixed convection in a vertical channel. 

Analysis  

The geometry of  the problem under consideration, as sche- 
matically shown in Fig. 1, is a two-dimensional vertical channel 
with half channel width b and wall thickness 6. An insulated 
section of  the channel is allow to develop. Flow enters the heated 
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section with a uniform temperature (T = T~) and a fully devel- 
oped velocity profile. Initially, the whole system comprising the 
flowing fluid and the confining channel wall is maintained at a 
uniform temperature T~. At t = 0, the thermal condition of the 
outer surface of the heated section is changed and is maintained . 
at either uniform heat flux qw0 or uniform wall temperature T~. 
Attention is focused on the temporal developments of the hydro- 
dynamic and thermal characteristics in the system after the sud- 
den heat input to the channel wall. To facilitate the analysis, the 
following simplifying assumptions are made: 

1 The Boussinesq approximation is valid (Aung and Worku, 
1986a; Lin et al., 1991). 

2 The flow is  of boundary-layer type. This is justified by 
Ingham et al. (1988a, 1988b) and Jeng et al. (1992) for 
Re --> 50 and small Gr/Re, Which is the situation in this 
work. 

3 A long vertical channel is considered so that the outlet 
effect can be neglected. 

4 The fluid is Newtonian and the viscous dissipation effect 
can be neglected. 

5 High Peclet number flow is treated here so that the axial 
conduction in the fluid is negligibly small (Shah and Lon- 
don, 1978). 

Based on the above assumptions, the problem can be formu- 
lated by the following governing equations: 

Continuity equation 

OU/OX + OV/OY = 0 (1) 

Axial-momentum equation 

(1 /Pr) 'OU/Or  + UOU/OX + VOUIOY 

= - d P / d X  + 02U/OY 2 + (Gr/Re).0 (2) 

Energy equation of  the fluid 

O0:lO'r + Pr . (U00/ /0X + VOO//OY) = 020:IOY z (3) 

Energy equation of  the wall 

( l lA) .OOw/Or  = (l /Re2) 'O2Ow/OX 2 + 020w/OY 2 (4) 

where the dimensionless quantities are defined as follows: 

X = x / ( b R e )  Y = y /b  

U = ul f f  V = vRe/ff 

Re = fib~u/ K = k~/k: 

A = a~ lot/ 

0 = ( T -  T~)l(qwoblk/) 

0 = ( T -  T¢)I(T~o - T~) 

P =pm[(pfl~ "2) 

7" = totf/b 2 

A = 61b 

Gr = g~b4q~o/(u~kf) forUHF 

Gr = g / 3 b 3 ( T ~ -  T~)/u~ forUWT 

Pr = u/lot: 

(5) 

In Eq. (4), the order of the coefficient l /Re 2 is about 10 -4 to 
10-6. Hence, the axial wall conduction term is small relative to 
the transverse diffusion term and is neglected in this study. In 
reality, the strength of axial conduction in the wall is measured 
by a parameter /3* = kwt /k fb  = KA (Faghri and Sparrow, 
1980). In this work, the maximum value of/3" is 10. As shown 
in Fig. 2(d)  of Faghri and Sparrow (1980), the preheating due 
to axial.wall conduction for the case of/3* = 10 is only apparent 
near the entrance (X = 0). But away from the inlet, the effect of 
axial wall conduction is negligibly small. It is worth noting that 
for mixed convection flows in vertical channels, the parameter 
that governs the importance of the buoyancy force depends on 
the axial scaling. In the studies of Aung and Worku (1986a, 

hydrodynamic 
~ ' ~ , ~  / v e l o c i t y  profile 

- ' 2 x  

o - -  x,X ~ 

M ~ 7  

insulated ~ ~ 

Fig. 1 Schematic diagram of the physical model 

1986b, 1987), the parameter of Gr/Re appears in the axial mo- 
mentum equation, while in the study of Lin et al. (1993), the 
parameter of Gr/Re 2 appears in the formulation. 

Equations ( 1 ) -  (4) are subjected to the following initial and 
boundary conditions: 

r = 0 : U =  1 . 5 ( 1 - Y 2 ) ,  O / = O w = O  (6) 
~ - > 0 :  

X = O :  U =  1 . 5 ( 1 -  y2), O/=Ow=O (7) 

Y = 0: OU/OY = O0//OY = 0 (8) 

Y= 1: U = 0 ,  0:=0w, O0:IOY=KOOw/OY (9) 

Y =  1 + A:OOw/OY= l I K  forUHF (10a) 

0w= 1 forUWT (10b) 

In the study of unsteady convective heat transfer in internal flows, 
the conventional Nusselt number Nu* is evaluated by 

Nu* = q ,~b / [ (T~ , -  Tb)k/] (11) 

But because Nu* cannot realistically reflect the magnitude and 
the direction of the energy exchange between the fluid and the 
channel wall (Lin and Kuo, 1988), a much more informative 
definition must be sought to interpret the results, which in this 
work is 

Nu = hb/kf  = q~ob/[(Tw~- T~)k/] for UHF (12a) 

Nu = hb /k /=  (O0:/OY)I r=t for UWT (12b) 

Solution Method 
Because the flow under consideration is of the boundary-layer 

type, the solution for Eqs. ( 1 ) - (4) can be marched in the down- 
stream direction. A fully implicit numerical scheme in which the 
diffusion and transverse convective terms are approximated by 
central differences, the unsteady term by backward differences, 
and axial convective term by upwind differences, is employed to 
transform the governing equations into finite-difference equa- 
tions. Each system of the finite-difference equations forms a tri- 
diagonal matrix equation, which can be efficiently solved by the 
Thomas algorithm (Patankar, 1980). The detailed numerical 
method is available in Yan and Lee (1993). 

To obtain enhanced accuracy in the numerical computation, 
grids are nonuniformly spaced in axial and transverse directions 
to account for the drastic variations of temperature and velocity 
near the wall-fluid interface and the region near the channel 
entrance. The grids are highest in density near the interface in 
the transverse direction and the highest concentration near the 
entrance in the axial direction. To insure accuracy and reduce 
computation time, a nonuniform time step is used. The first time 
interval AT-~ is taken to be 0.0001 and 0.00001 for UHF and 
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Fig. 2 Compar isons of  transient distributions of velocity and tempera- 
ture profiles between case A and case B fo r  UHF 

UWT, respectively, and every subsequent interval is enlarged by 
3 percent over the previous one. In the transverse direction, 81 
grid points were deployed where 31 grid points were packed in 
the wall and 51 in the fluid, while in the axial direction I01 grid 
lines were used. To verify the adequacy of the numerical scheme 
described above for the problem considered, results for the lim- 
iting case of UHF with extremely thin wall thickness were first 
obtained. The predicted steady-state axial variations of wall tem- 
perature are indistinguishable from those plotted in Fig. 6 of 
Aung and Worku (1987). Further comparison is made for the 
fully developed velocity profiles. It is observed that the predicted 
results differ from the exact solutions of Cheng et al. (1990) by 
less than 1 percent. To check the grid independence, a compar- 
ison for various grid arrangements was made. It was found from 
the separate numerical runs that the differences in local Nusselt 
number Nu for the computations using either 101 × 81 or 201 
× 161 grids were within 1 percent. The 101 × 81 grid is therefore 
considered to be suitable for the present work and will be used 
in the subsequent computations. The above described program 
test indicates that the adopted solution procedures are suitable 
for the present study. 

Results  and Discuss ion 
The preceding analysis indicates that the transient conjugated 

heat transfer in mixed convection channel flows depends on the 
ratio of Grashof number to Reynolds number Gr/Re, wall-to- 
fluid thermal conductivity ratio K, dimensionless wall thickness 
~,  wall-to-fluid thermal diffusivity ratio A, and Prandtl number 
Pr. In this work, the following conditions are selected in the com- 
putations: Pr = 5 (water), Gr/Re ranging from - 3 0  to 200, K 
from 0.5 to 50, and A from 10 to 1000. The results of a typical 
case for Gr/Re = 100, K = 50, A = 100, and ~ = 0.2 were 
discussed in detail and were compared with those ignoring the 
wall effect (i.e., zero wall thickness). 

The temporal developments of velocity and temperature pro- 
files are shown in Fig. 2 at X = 0.5 for case A (zero wall thick- 
ness) and case B (finite wall thickness). In Fig. 2(a),  the ve- 
locity profiles develop from the parabolic one in the initial tran- 
sient to the distorted one at the steady state. Maximum velocity 
is off the centerline and is shifted toward the channel wall due 
to the aiding buoyancy force. It is also clear in Fig. 2(a)  that 
during the transient period case A (zero wall thickness) shows a 
larger buoyancy effect and a greater degree of distortion in the 
velocity profile. But as the flow reaches steady state, the velocity 
profiles for these two treatments approach one single curve. Typ- 
ical developing temperature profiles, corresponding to the veloc- 
ity profiles, are given in Fig. 2(b).  During the transient period, 
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Fig. 3 Effects o f  Gr/Re on the unsteady axial distributions of  local Nus- 
salt number fo r  UHF and UWI" 

a lower temperature is noted for case B (finite wall thickness). 
This is due to the heat input to the channel wall being mostly 
stored in the wall during the early transient period. This is known 
as the thermal lag of the system. Therefore, the time required for 
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Fig. 4 Effects of  wal l - to- f lu id conductivity ratio K on the transient dis- 
tr ibut ions of  local Nusselt number for UHF and UWT 
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Fig. 5 Effect of wall-to-fluid diffuaivity ratio A on the transient distribu- 
tions of local Nusselt number for UHF and UWT 

Nusselt number for UHF and UWT is shown in Fig. 5. For UHF, 
it is found from Fig. 5(a) that the time required for the system 
to arrive at the steady-state condition is much longer for the sys- 
tem with a smaller A. But for UWT, the effect of A on the time 
required for system to reach the steady state is insignificant. It is 
worth noting that the curves for various A collapse onto a single 
curve as the flow reaches the steady-state condition. This is be- 
cause the governing equations for the system at steady state are 
independent of A. 

C o n c l u s i o n s  

In the present study, the unsteady mixed convection heat trans- 
fer in a vertical channel subjected to either uniform heat flux or 
uniform wall temperature is presented over a wide range of pa- 
rameters. The solutions take transverse wall conduction and wall 
heat capacity effects into account. Comparisons of the results 
between zero wall thickness and finite wall thickness for the case 
of UHF are discussed in detail. What follows is a brief summary 
of the major results: 

1 The ignorance of the wall effect in the unsteady mixed 
convection heat transfer would cause a substantial error, 
especially for the early transient period. Under steady-state 
condition, the error in neglecting heat transfer in the chan- 
nel wall, however, is rather small. 

2 For UHF, during the transient period, the increase in K or 
decrease in A results in a higher Nu. But the effects of K 
and A on the Nu diminish at the steady-state condition. 

3 For UWT, the effects of A on the time required for system 
to reach the steady-state condition are insignificant. 

the system to reach the steady-state condition is much longer for 
a finite wall system. 

The effects of Gr/Re on the unsteady distributions of local Nu 
for UHF and UWT are displayed in Fig. 3 for K = 50, A = 0.2, 
and A = 100. In the initial transient period, the curves of local 
Nu for different Gr/Re approach a constant value at large X. This 
is due to the fact that the convection effect has not arrived at this 
region and the heat transfer is still dominated by conduction. But 
as the time proceeds, a larger Nu results for a higher Gr/Re owing 
to the larger buoyancy effect. It is also noted in Fig. 3(a) that 
for the buoyancy-aiding flow, the time required for the system to 
reach steady state is shorter for a larger Gr/Re. This is not the 
case for UWT (Fig. 3b). 

Figure 4 (a) gives the effects of wall-to-fluid conductivity ratio 
K on the temporal distributions of local Nusselt number at dif- 
ferent times for UHF. It is clear that during the transient period, 
the increase in K results in an increase in Nu. This behavior is 
attributed to the fact that for a larger K (=ApwCpw/pf Cpf) with 
A fixed, an increase in K results in a slow rise in interfacial tem- 
perature at this time instant. According to the definition of the 
Nusselt number, Eq. (12a), Nu is thus large for a large K. Ther- 
mal lag in the system due to the wall effect can also be found in 
Fig. 4 (a).  Clearly, a significant increase in thermal lag results as 
K is raised from 0.5 to 50. Also noted in Fig. 4(a) ,  no matter 
what K is, the steady-state distributions of Nu approach a single 
curve. This is due to the fact that at steady state the heat flux at 
the wall-fluid interface is equal to the imposed constant heat flux 
at the boundary for different K. Figure 4(b)  gives the compar- 
ative results of local Nu for different K. During the unsteady 
state, an increasing K contributes to an increase in Nu, while at 
steady state, unlike the results of UHF, the distributions of Nu 
do not approach a single curve. Near the entrance, the Nu for 
different K exhibits a significant discrepancy, but the deviation 
diminishes as the flow goes downstream. The similar trend was 
also found by Lee and Yan (1993) for the results of purely forced 
convection. 

The last parameter to be discussed is the wall-to-fluid diffu- 
sivity ratio A. Its effect on the transient distributions of the local 
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Buoyancy Effect on the Flow Reversal 
of Three-Dimensional Developing Flow 
in a Vertical Rectangular Duct m A  
Parabolic Model Solution 

C.-H. Cheng, C.-J. Weng, z and W. Aung 3 

Introduction 
The buoyancy effect on convective heat transfer in vertical 

passages has recently received considerable attention because of 
its profound influence on the flow pattern and thermal character- 
istics of fluid flow. Based on the existing information, it is rec- 
ognized that when wall heating is sufficiently intense, buoyancy 
force can cause reversed flow even in buoyancy-assisted situa- 
tions. Hanratty et al. (1958) performed experimental observation 
on the flow reversal in vertical circular tubes. Their studies 
clearly reveal reversed flow patterns in low Reynolds number 
flows. More recently, flow reversal is further observed experi- 
mentally by Gau et al. (1993a) for flow in an asymmetrically 
heated vertical parallel-plate channel. 

Meanwhile, fully developed flow solutions presented by Aung 
and Worku (1986b) and Cheng et al. (1990) for flows in parallel- 
plate channels and presented by Cheng and Weng (1991) for 
flows in vertical rectangular ducts all exhibit the reversed flow 
pattern as the ratio of Gr/Re exceeds a threshold value. On the 
other hand, the buoyancy effect on the developing flows has also 
been studied extensively by researchers. For example, Aung and 
Worku (1986a) applied the boundary layer model to the analysis 
of developing flow in vertical channels. Gau et at. (1993b) and 
Cheng and Yang (1993) evaluated this effect in a finite-height 
vertical duct by solving the elliptic Navier-Stokes equations. 
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In these boundary layer analyses (e.g., Aung and Worku, 
1986a), the streamwise diffusion terms in the governing equa- 
tions are assumed to be negligible. Thus, the equations are par- 
abolic in nature and can be solved by using finite-difference 
methods and a forward-marching procedure. If the boundary con- 
ditions at the inlet are given, the solutions can be calculated up 
to the fully developed region or to a point where the reversed 
flow is first detected. In boundary layer analyses, however, once 
the reversed-flow point is reached, the numerical computation 
usually diverges. Therefore, these analyses yield solutions merely 
up to the point of reversed flow, but in general fail to march 
across this point. To overcome this difficulty, Ingham et al. 
(1988) employed FLARE-like marching techniques to advance 
the numerical calculation into the downstream region. The 
FLARE approximation, proposed by Reyhner and Flugge-Lotz 
(1968), suggests that the axial convective term uOu/Ox in the two- 
dimensional boundary layer momentum equation should be rep- 
resented in the reversed flow regions by CI u lOu/Ox, where C is 
zero or a small positive constant and u is just the axial velocity 
component. Compared with the elliptic models adopted by Gau 
et al. (1993b) and Cheng and Yang (1993), the parabolic bound- 
ary layer model requires much less computation effort but still 
appears to give smooth and plausible solutions for many flows 
with flow reversal. Such an advantage becomes particularly im- 
portant in the study for three-dimensional flow. 

Considering a vertical rectangular duct with one wall main- 
tained at a higher temperature (TH) while the other three walls 
are at ambient temperature (TL), Cheng and Weng (1993) pre- 
sented the numerical solutions of the developing flow in the sit- 
uations involving no reversed flow. The fully developed solutions 
earlier provided by Cheng and Weng (1991) can precisely portray 
the asymptotic behavior of the developing flow of Cheng and 
Weng (1993). However, the three-dimensional flow reversal is 
not found and hence not adequately investigated because in the 
study of Cheng and Weng (1993), the ratio Gr/Re is not suffi- 
ciently high to produce reversed flows. 

To extend the analysis of Cheng and Weng (1991, 1993) into 
situations of higher Grashof numbers in which three-dimensional 
flow reversal takes place, the parabolic boundary layer model of 
Cheng and Weng (1993) needs to be properly revised to predict 
the velocity and temperature fields. The FLARE method used 
previously for the two-dimensional problems (Ingham et al., 
1988) is modified for the calculation of the present three-dimen- 
sional flow. As shown in Fig. 1, fluid enters a vertical rectangular 
duct of cross-sectional area Xo × Yo at ambient temperature (TL) 
with uniform velocity (w0). The flow traverses upward and is 
heated by the hotter wall in a buoyancy-assisted situation. In 
certain circumstances, for instance when the ratio Gr/Re is suf- 
ficiently large, flow reversal occurs downstream near the colder 
walls. The fully developed region is finally reached after a de- 
velopment length. The numerical solutions in the far downstream 
region should in principle approach asymptotically the fully de- 
veloped solutions given by Cheng and Weng (1991). Such an 
agreement would illustrate the validity of the present theoretical 
model and the accuracy of the computation methods employed. 

In this analysis, the maximum value of Gr/Re is 1100, and the 
aspect ratio (B = yo/xo) is varied between 0.5 and 2. In addition, 
the Prandtl number is 0.71. 

Theoretical Analysis 
The flow is considered to be steady and laminar, and the fluid 

properties are assumed to be constant except for the density in 
the buoyancy term of the momentum equation for the vertical 
direction. The mathematical formulation of the three-dimen- 
sional, boundary layer model for a Boussinesq fluid has been 
provided by Cheng and Weng (1993). Introduction of the mod- 
ified FLARE method into the axial vertical momentum equation 
and the energy equation leads to the following dimensionless 
governing equations: 
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C.-H. Cheng, C.-J. Weng, z and W. Aung 3 

Introduction 
The buoyancy effect on convective heat transfer in vertical 

passages has recently received considerable attention because of 
its profound influence on the flow pattern and thermal character- 
istics of fluid flow. Based on the existing information, it is rec- 
ognized that when wall heating is sufficiently intense, buoyancy 
force can cause reversed flow even in buoyancy-assisted situa- 
tions. Hanratty et al. (1958) performed experimental observation 
on the flow reversal in vertical circular tubes. Their studies 
clearly reveal reversed flow patterns in low Reynolds number 
flows. More recently, flow reversal is further observed experi- 
mentally by Gau et al. (1993a) for flow in an asymmetrically 
heated vertical parallel-plate channel. 

Meanwhile, fully developed flow solutions presented by Aung 
and Worku (1986b) and Cheng et al. (1990) for flows in parallel- 
plate channels and presented by Cheng and Weng (1991) for 
flows in vertical rectangular ducts all exhibit the reversed flow 
pattern as the ratio of Gr/Re exceeds a threshold value. On the 
other hand, the buoyancy effect on the developing flows has also 
been studied extensively by researchers. For example, Aung and 
Worku (1986a) applied the boundary layer model to the analysis 
of developing flow in vertical channels. Gau et at. (1993b) and 
Cheng and Yang (1993) evaluated this effect in a finite-height 
vertical duct by solving the elliptic Navier-Stokes equations. 
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In these boundary layer analyses (e.g., Aung and Worku, 
1986a), the streamwise diffusion terms in the governing equa- 
tions are assumed to be negligible. Thus, the equations are par- 
abolic in nature and can be solved by using finite-difference 
methods and a forward-marching procedure. If the boundary con- 
ditions at the inlet are given, the solutions can be calculated up 
to the fully developed region or to a point where the reversed 
flow is first detected. In boundary layer analyses, however, once 
the reversed-flow point is reached, the numerical computation 
usually diverges. Therefore, these analyses yield solutions merely 
up to the point of reversed flow, but in general fail to march 
across this point. To overcome this difficulty, Ingham et al. 
(1988) employed FLARE-like marching techniques to advance 
the numerical calculation into the downstream region. The 
FLARE approximation, proposed by Reyhner and Flugge-Lotz 
(1968), suggests that the axial convective term uOu/Ox in the two- 
dimensional boundary layer momentum equation should be rep- 
resented in the reversed flow regions by CI u lOu/Ox, where C is 
zero or a small positive constant and u is just the axial velocity 
component. Compared with the elliptic models adopted by Gau 
et al. (1993b) and Cheng and Yang (1993), the parabolic bound- 
ary layer model requires much less computation effort but still 
appears to give smooth and plausible solutions for many flows 
with flow reversal. Such an advantage becomes particularly im- 
portant in the study for three-dimensional flow. 

Considering a vertical rectangular duct with one wall main- 
tained at a higher temperature (TH) while the other three walls 
are at ambient temperature (TL), Cheng and Weng (1993) pre- 
sented the numerical solutions of the developing flow in the sit- 
uations involving no reversed flow. The fully developed solutions 
earlier provided by Cheng and Weng (1991) can precisely portray 
the asymptotic behavior of the developing flow of Cheng and 
Weng (1993). However, the three-dimensional flow reversal is 
not found and hence not adequately investigated because in the 
study of Cheng and Weng (1993), the ratio Gr/Re is not suffi- 
ciently high to produce reversed flows. 

To extend the analysis of Cheng and Weng (1991, 1993) into 
situations of higher Grashof numbers in which three-dimensional 
flow reversal takes place, the parabolic boundary layer model of 
Cheng and Weng (1993) needs to be properly revised to predict 
the velocity and temperature fields. The FLARE method used 
previously for the two-dimensional problems (Ingham et al., 
1988) is modified for the calculation of the present three-dimen- 
sional flow. As shown in Fig. 1, fluid enters a vertical rectangular 
duct of cross-sectional area Xo × Yo at ambient temperature (TL) 
with uniform velocity (w0). The flow traverses upward and is 
heated by the hotter wall in a buoyancy-assisted situation. In 
certain circumstances, for instance when the ratio Gr/Re is suf- 
ficiently large, flow reversal occurs downstream near the colder 
walls. The fully developed region is finally reached after a de- 
velopment length. The numerical solutions in the far downstream 
region should in principle approach asymptotically the fully de- 
veloped solutions given by Cheng and Weng (1991). Such an 
agreement would illustrate the validity of the present theoretical 
model and the accuracy of the computation methods employed. 

In this analysis, the maximum value of Gr/Re is 1100, and the 
aspect ratio (B = yo/xo) is varied between 0.5 and 2. In addition, 
the Prandtl number is 0.71. 

Theoretical Analysis 
The flow is considered to be steady and laminar, and the fluid 

properties are assumed to be constant except for the density in 
the buoyancy term of the momentum equation for the vertical 
direction. The mathematical formulation of the three-dimen- 
sional, boundary layer model for a Boussinesq fluid has been 
provided by Cheng and Weng (1993). Introduction of the mod- 
ified FLARE method into the axial vertical momentum equation 
and the energy equation leads to the following dimensionless 
governing equations: 
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In the above, Pr is the pressure in the ambient fluid, dfi/dZ is the 
streamwise gradient of the dimensionless mean pressure, and C 
= 0 for w(x, y) < 0 and C = 1 for w(x, y) >- 0 in the FLARE 
formulation. Note that in the present modified version of the 
FLARE approximation the momentum equations in the two 
transverse directions, Eqs. (2) and (3), are expressed in the orig- 
inal forms so as to reduce the potential error of the approxima- 
tion. As a matter of fact, it has been found that the introduction 
of the FLARE approximation into the convective terms of these 
two equations leads to a difference of less than 1 percent in the 
respective results. 

The flow entering the duct at the inlet plane is considered to 
have a uniform velocity profile (w0) and at ambient temperature 
(TD and pressure (PD. Thus, by using the dimensionless param- 
eters, these boundary conditions can be written as 

U = V = 0 ,  W = I ,  / ~ = 0 ,  0 = 0  at Z = 0  (6) 

On the other hand, on the solid walls, the no-slip condition is 
specified for all velocity components. Three of the walls of the 
duct are maintained at ambient temperature (0 = 0), while the 
wall at Y = 1 is at a higher temperature (0 = 1). 

The numerical methods for solving the equations have been 
described in detail by Cheng and Weng (1993). It is worth 
noting that the axial pressure dl~/dZ at each cross section is 
adjusted iteratively to make the axial velocity profile W(X, Y) 
satisfy the overall mass conservation. When reversed flow oc- 
curs, however, the iteration procedure used by Cheng and 
Weng (1993) needs some modifications to prevent divergence 
of the solution. 

The computation starts from the inlet at Z = 0, and then is 
advanced continuously in the axial direction. By following 
this axial marching procedure, the solutions at each cross sec- 
tion are obtained by using the known values at the previous 
cross section. The computation is terminated when the fully 
developed flow region is reached. The flow is fully developed 
when the relative changes of the axial velocity profiles be- 
tween consecutive cross sections are less than 10 -4 at all grid 
points. 
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where the dimensionless parameters have been defined as 

X = x/xo, Y =  Y/Yo, Z =  zl(yo Re), B=y0/x0, 

2 2 U = uy~/(uxo), V = vyo/u, W = W/Wo, P = pyo/(pu ), 

f i  - 2 
= (p  -pL)/(pWO), 0 = ( T -  TL) / (Tn-  TL) 

Results and Discussion 
(1) Figure 2 shows the developing axial velocity and temperature 

distributions at different axial locations by using the lines of 
equal axial velocity (W) and the isothermal lines, for B = 1 and 

(2) Gr/Re = 200 and 350. Since the solutions are symmetric with 
respect to the middle plane (X = 1/2), each cross section is di- 
vided into two and the velocity and temperature distributions are 

(3) displayed on the left and right halves, respectively. It is noticed 
that the fluid near the hotter wall is accelerated by the buoyancy 
force. Consequently, the reversed flow is first found at the comers 
of the colder walls. The reversed flow develops gradually in the 
axial direction and then occupies the low-temperature zone of the 
cross section. The development of the thermal boundary layer on 

(4) the hotter wall can also be observed from the temperature fields. 
Note that a higher Gr/Re leads to a larger region of an earlier 
appearing flow reversal. 

The threshold value of Gr/Re for reversed flow to occur ob- 
viously increases with the aspect ratio (B), as the value of B is 
varied from 1 to 2. 

The development of the velocity profiles at the middle plane 
(5) (X = 1/2) for various aspect ratios and Grashof numbers is shown 

in Fig. 3. The dashed curves in this figure represent the present 
numerical results. Observe that the curves of Z ~ w exactly ap- 
proach the analytical fully developed solutions presented by 
Cheng and Weng (1991). 

The solutions for temperature distribution can be used to cal- 
culate the local heat transfer rate. The local Nusselt number, Nux, 
denoting the dimensionless local heat flux on the hotter wall, is 
defined by 
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(7) the magnitude of this adverse pressure gradient increases with 

Gr/Re. 

Nux is a function of X along the wall surface, and may be cal- 
culated at different axial locations. Integration of Nux with re- 
spect t___o X from X = 0 to X = 1 yields the average Nusselt num- 
ber, Nu, on the hotter wall, i.e., 

 u=lrO ( y0 I f0 Xoa0 ~H~TL~Y y=,o = NuxdX (8) 

The data of Nu at different axial locations indicate the axial vari- 
ation of heat transfer. 

Variation of heat transfer and pressure along the streamwise ~u ° 1 
direction forB = 1 and Pr = 0.71 is shown in Fig. 4. The value 

Z f 
of the Nusselt number, which increases with Gr/Re, approaches 
asymptotically a constant, minimum value as the fully developed 
region is reached. Note that a higher value of B indicates a 
smaller dimensionless area of cross section; therefore, a higher 
cross-sectional temperature gradient and hence, a higher Nusselt 5 
number may be expected. Furthermore, an adverse pressure gra- 
dient develops downstream when the value of Gr/Re is suffi- _~ 2o 
ciently high. This adverse pressure gradient provides the driving 10 
force to the occurrence of reversed flow. 

To have a deeper insight into the development of the adverse c 
pressure gradient downstream, Table 1 displays the variation of -10 
pressure gradient (-dl~/dZ) in the Z direction for B = 2 under -2¢ 
various values of Gr/Re. The fully developed flow solutions o 
(Cheng and Weng, 1991) are also given in this table for com- 
parison. As Gr/Re is sufficiently large, an adverse pressure gra- 
dient (i.e., -dP/dZ < 0) can be seen downstream. In general, 

C o n c l u s i o n s  

The buoyancy-induced flow reversal phenomenon in the de- 
veloping regions of vertical rectangular ducts has been studied 
numerically. The parabolic boundary layer model is adopted to 
predict the three-dimensional developing flow. A modified 

[~Gr/Rs-350 g-1 
Pr=O.71 

t I = 

G(/Re-O 

0.2 0.4 Z 0.6 
Fig. 4 Variation of average Nusselt number and dimensionless pressure 
defect  in streamwise direction, for B = 1 and Pr = 0.71 
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Table 1 -dPIdZ as a function of  Gr/Re and Z for Pr = 0.71 
and B = 2 

Gr/Re 

z 0 100 300 500 700 900 1100 

0.001 206.18 199.81 189.13 180.56 171.47 165.98 161.34 
0.01 82.82 74.78 64.16 57.03 52.00 47.87 44.47 
0.1 69.50 58.52 38.12 20.68 6.81 -4.60 -14.08 
0.5 69.49 58.27 35.82 13 .36  -9.09 -31.51 -53.83 

69.49 58.27 35.82 13 .36  -9.09 -31.54 -53,98 

F.D.* 69.97 58.79 36.44 14 .10  -8.25 -30.60 -52.94 

* Presented by Cheng and Weng (1991). 

FLARE approximation is introduced into the governing equa- 
tions in order to advance the marching computation procedure 
into the downstream region in which reversed flow occurs. 

It is found that the strength and the extent of the reversed flow 
are dependent mainly on the ratio Gr/Re and the aspect ratio of 
the cross section B. In general, the threshold value of Gr/Re for 
the occurrence of flow reversal becomes higher when the value 
of B is increased. Due to the buoyancy-assisted flow effects, an 
adverse pressure gradient develops downstream as Gr/Re is suf- 
ficiently high. The adverse pressure gradient is the major sup- 
porting force to the flow reversal. 

The Nusselt number on the hotter wall increases appreciably 
with Gr/Re. The value of the Nusselt number approaches asymp- 
totically a constant, minimum value as the fully developed region 
is reached. The existing analytical solution of fully developed 
flow and numerical solution of developing flow without flow 
reversal (Cheng and Weng, 1991, 1993) are found to agree 
closely with the limiting cases of the solutions reported in this 
study. 
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On the Superposition Rule for 
Configuration Factors 

K. G. T. Hollands 1 

N o m e n c l a t u r e  
a = 

A =  
dAl, ,  = 

dAl, ,+, dAlm- = 
b , c =  
F u - v  = 

h = 

H =  

r i =  

P 

4= 
qi, qj, qk, q,, = 

F = 

: =  

R =  
x , y , z  = 

Oi, Oj, O, = 
~O l ( th ) = 

(0  2 : 

dimension, see Fig. 3 
area 
general elemental surface at 1 oriented such 
that its normal is rh (Fig. 1 ) 
opposite faces of dA~,, (Fig. 1 ) 
dimensions, see Fig. 3 
configuration factor from surface u to surface 
v, e.g., F~dli-)-2 is the configuration factor 
from d A , _  to 2, as shown in Fig. 2(b)  
dimension, see Fig. 3 
in Eq. (12),  H = h / a ;  in Eq. (13),  H = h / r  
unit vectors in x, y, and z directions, 
respectively 
general unit vector, = t, ] ,  i ,  or 
unit v~&LO_L normal to surface dA ~ of interest 
Z ~ -  4R 2 
radiant flux vector 
components of 4 (i.e., net radiant fluxes) in 
i, j ,  k and r1 directions, respectively 
dimension, see Fig. 3; also magnitude of : 
vector joining dAl  and dA2 
r la  
rectangular coordinates of dA  1 
direction angles of ~ (see Fig. 2d)  
angle between : and rh 
angle between normal to dA~ and : 

I n t r o d u c t i o n  

As is well known, the task of  calculating configuration factors 
is assisted by a number of special analytical tools, or rules, such 
as reciprocity, additivity, flux algebra, and contour integration. 
These rules permit analysts to avoid or simplify the arduous task 
of analytic integration. The superposition principle, first elabo- 
rated by Sparrow (1963),  is one such rule: It enables the analyst 
to calculate the configuration factor between a finite area (A2) 
and an infinitesimal area ( d A l )  (see Fig. 1 ) from a weighted sum 
of three other configuration factors. The weights are the direction 
cosines of the normal to d A t ,  and the three other configuration 
factors are those between A2 and each of three mutually perpen- 
dicular infinitesimal areas at the same location as dA~, as shown 
in Fig. 2, in which dAl  has been located at the origin. 

The superposition rule does not appear to be widely used; it is 
not described in recent textbooks, either undergraduate or grad- 
uate level, nor is it contained in heat transfer handbooks. The 
reason is probably the complexity of  its application and the re- 
strictions on its use. As originally described (Sparrow, 1963 ), it 
required that the finite area A2 be viewed completely from each 
of the three mutually perpendicular areas. This requirement is 
quite restrictive; ordinarily A2 will lie partly behind at least one 
of these three areas. Sparrow and Cess (1970) relaxed that re- 
striction. They argued that one can sum the configuration factors 
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Table 1 -dPIdZ as a function of  Gr/Re and Z for Pr = 0.71 
and B = 2 

Gr/Re 

z 0 100 300 500 700 900 1100 

0.001 206.18 199.81 189.13 180.56 171.47 165.98 161.34 
0.01 82.82 74.78 64.16 57.03 52.00 47.87 44.47 
0.1 69.50 58.52 38.12 20.68 6.81 -4.60 -14.08 
0.5 69.49 58.27 35.82 13 .36  -9.09 -31.51 -53.83 

69.49 58.27 35.82 13 .36  -9.09 -31.54 -53,98 

F.D.* 69.97 58.79 36.44 14 .10  -8.25 -30.60 -52.94 

* Presented by Cheng and Weng (1991). 

FLARE approximation is introduced into the governing equa- 
tions in order to advance the marching computation procedure 
into the downstream region in which reversed flow occurs. 

It is found that the strength and the extent of the reversed flow 
are dependent mainly on the ratio Gr/Re and the aspect ratio of 
the cross section B. In general, the threshold value of Gr/Re for 
the occurrence of flow reversal becomes higher when the value 
of B is increased. Due to the buoyancy-assisted flow effects, an 
adverse pressure gradient develops downstream as Gr/Re is suf- 
ficiently high. The adverse pressure gradient is the major sup- 
porting force to the flow reversal. 

The Nusselt number on the hotter wall increases appreciably 
with Gr/Re. The value of the Nusselt number approaches asymp- 
totically a constant, minimum value as the fully developed region 
is reached. The existing analytical solution of fully developed 
flow and numerical solution of developing flow without flow 
reversal (Cheng and Weng, 1991, 1993) are found to agree 
closely with the limiting cases of the solutions reported in this 
study. 
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b , c =  
F u - v  = 

h = 

H =  

r i =  

P 

4= 
qi, qj, qk, q,, = 

F = 

: =  

R =  
x , y , z  = 

Oi, Oj, O, = 
~O l ( th ) = 

(0  2 : 

dimension, see Fig. 3 
area 
general elemental surface at 1 oriented such 
that its normal is rh (Fig. 1 ) 
opposite faces of dA~,, (Fig. 1 ) 
dimensions, see Fig. 3 
configuration factor from surface u to surface 
v, e.g., F~dli-)-2 is the configuration factor 
from d A , _  to 2, as shown in Fig. 2(b)  
dimension, see Fig. 3 
in Eq. (12),  H = h / a ;  in Eq. (13),  H = h / r  
unit vectors in x, y, and z directions, 
respectively 
general unit vector, = t, ] ,  i ,  or 
unit v~&LO_L normal to surface dA ~ of interest 
Z ~ -  4R 2 
radiant flux vector 
components of 4 (i.e., net radiant fluxes) in 
i, j ,  k and r1 directions, respectively 
dimension, see Fig. 3; also magnitude of : 
vector joining dAl  and dA2 
r la  
rectangular coordinates of dA  1 
direction angles of ~ (see Fig. 2d)  
angle between : and rh 
angle between normal to dA~ and : 

I n t r o d u c t i o n  

As is well known, the task of  calculating configuration factors 
is assisted by a number of special analytical tools, or rules, such 
as reciprocity, additivity, flux algebra, and contour integration. 
These rules permit analysts to avoid or simplify the arduous task 
of analytic integration. The superposition principle, first elabo- 
rated by Sparrow (1963),  is one such rule: It enables the analyst 
to calculate the configuration factor between a finite area (A2) 
and an infinitesimal area ( d A l )  (see Fig. 1 ) from a weighted sum 
of three other configuration factors. The weights are the direction 
cosines of the normal to d A t ,  and the three other configuration 
factors are those between A2 and each of three mutually perpen- 
dicular infinitesimal areas at the same location as dA~, as shown 
in Fig. 2, in which dAl  has been located at the origin. 

The superposition rule does not appear to be widely used; it is 
not described in recent textbooks, either undergraduate or grad- 
uate level, nor is it contained in heat transfer handbooks. The 
reason is probably the complexity of  its application and the re- 
strictions on its use. As originally described (Sparrow, 1963 ), it 
required that the finite area A2 be viewed completely from each 
of the three mutually perpendicular areas. This requirement is 
quite restrictive; ordinarily A2 will lie partly behind at least one 
of these three areas. Sparrow and Cess (1970) relaxed that re- 
striction. They argued that one can sum the configuration factors 
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A2 

dAlm_ 

A 
J 

Y 

x 

Fig. 1 General surface element dad. facing finite area A=; showing dis- 
tinction between two sides of dad. 

from each side of the three mutually perpendicular areas, and 
then enter these three sums into the weighted sum formula. But 
this means that in general six configuration factors must be first 
determined to apply the rule, and this may have made the task 
of applying the rule too daunting for common use. 

This paper will show that the configuration factors from each 
side of the three areas should be subtracted, rather than summed, 
before being entered into the weighted sum formula. This means 
that if the two configuration factors, one from each side, are equal 
because of  symmetry, their difference will be zero, and consid- 
erable simplification is achieved. Whereas Sparrow derived the 
rule as a consequence of the method of contour integration, the 
rule is rederived here from the properties of the radiant flux vec- 
tor. This places it in a somewhat different context, and makes it 
clear why the difference is required. 

Rule Derivation Using the Radiant Flux Vector 
It will be recalled that the radiant flux vector ~ at general point 

P~ is the vector sum of the net radiant flux on three mutually per- 
pendicular elemental surfaces at Pt, each flux multiplied by its cor- 
responding unit normal. Thus if we choose unit vectors f, f, 
and ~ along the x, y, and z axes, respectively, to be the three unit 
normals, then 

4 = q i f +  q j +  q*~ (1) 

where q~, qj, and qk are the net fluxes in the x, y, and z directions, 
respectively. The important property of ~ is that, once ~ at P~ has 
been determined, the net radiant flux q. on any arbitrarily oriented 
elemental surface at Pj can be determined directly. Thus if ~i is 
the unit normal to the arbitrarily orientated surface, q. is given 
by 

q, = 4.~ (2) 

Let A2 (Fig. 1 ) be some black isothermal surface in space, let 
the space between AE and Pl be transparent, and let the rest of 
space be at absolute zero. Let dAtm be both sides of a general 

elemental surface at 1 oriented such that its unit normal is general 
unit vector th. As shown in Fig. l, let dA ~m+ be the side that has 
rh directed out, and let dA~m_ be the side that has th directed 
in. In other words d A ,  + and dA m- are opposite faces of the 

| • . 
same surface, dAlm, and dAl,,+ = dAlm- = ~ dAjm. If the emlsslve 
power at 2 is unity, then the net radiant flux q~ at 1 in direction 
rh can be written 

qm = (A2F2-(dlm-) - A2F2-(dlm+))/dAlm+ 

o r  

qm ~ F ( d l m - ) - 2  --  F(d lm+)-2  (3) 

We write Eq. (3), which applies to general rh, four times: for 
= i, j ,  ic and ~ in turn; thus 

qi = F ( d l i - ) - 2 -  F(d l i+) -2  

qj  : Fcdty-) 2 --  F (d l j+) -2  

qk = F(,/lk ) - 2  - -  F(dlk+)-2  

qn = F(dJn ) - 2  - -  F(dln+) 2 

(4a) 

(4b) 

(4c) 

(4d) 

We consider dAl,+ to be the surface side from which we are 
trying to evaluate the configuration factor to A2. Substituting Eq. 
(4) into Eq. (2), and re-arranging gives 

F(dln+)_ 2 : F (d ln_)_  2 

+ ~ (F(d lm+)_  2 --  F (d lm_)_2 )  C O S  0 m ( 5 )  

m=i,j,k 

where 0i, 0j and 0, (shown in Fig. 2) are the direction angles of 
~: i.e., ~ = (cos 0i, cos 0j, cos 0,). Equation (5) is the "super- 
position rule" for configuration factors, in its most general form. 
It expresses a configuration factor at 1 in terms of seven other 
configuration factors. 

Application of the Rule 
In applying the superposition rule it will normally be assumed 

that the plane of dAl ,  does not cut through A2, i.e., that A2 lies 
completely on one side of dAt , - -say  the side having unit out- 
ward normal ~. From this it follows that F~d~,-)-2 = 0. Dropping 
the subscript plus sign on the left-hand side of Eqs. (5) as un- 
derstood, Eq. (5), with this assumption, becomes 

Fdt, 2 = ~ (F(dj ,~+)-Z -- F ( , . m - ) - 2 )  COS 0 m (6) 
m=i,j,k 

The simplest applications of the superposition rule arise in 
cases where A2 has some special properties with respect to 
point 1. For convenience in notation, let point 1 lie at the 
origin O (Fig. 1 ). We consider in turn, cases where A2 is sym- 
metric about one or more of the coordinate planes, or where 
A2 lies completely on one side of one or more coordinate 
planes; or both. This will imply that one or more pairs of the 
configuration factors in Eq. (6) are either equal (making the 
difference equal to zero) or zero. 

Case 1: A2 is Symmetric About Two Coordinate 
Planes. Suppose A2 is symmetric with respect to both the yz 
plane and the xz plane. Then F<di~+)~-2 = FCdi~-)-2 and F(dV+)-2 = 
F<djj-)-2, and F~d~,-)-2 = 0 by the same restriction that makes 
F~d~,-)-2 = 0. Then Eq. (6) becomes, for this case, simply 

Fdln -2  = F(djk+)-2 COS 0h (7) 
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1~dAlk + 

(o) 
x 

(b) 

• l ~ d A l i -  

\dA1i + 

Z 

i 

~ d A l j  

d A 1 j ~  ~A 

• ~ dAlj+ 

X X 

Z 

(c) (d) 

Fig. 2 Three perpendicular positions and one oblique position for dAl,,. This figure relates to EQ. (5), which 
is the general statement of the superposition rule. 

A specific example is when A2 is a sphere of radius r with 
center at point (0, 0, h), h being less than r. Here F(,,k+)-: = 
(r/h):, so, from Eq. (7) 

1 
Fd~.-2 = ~ cos Ok (8) 

where H = (h/r). 
For the same problem, the method of Sparrow and Cess (1970) 

would have given a different answer. Their method would 
amount to using Eq. (6) with the minus sign replaced by a plus 
sign. For the case of A2 being a sphere, F(a,j÷)-2, F(dU-)-2, 
F(dii+)-:, and F(ali-)-2 are all equal to the form factor F,,-h from 
an infinitesimal area to a hemisphere of radius r whose base, 
centered distance h away, is in the same plane as the infinitesimal 
area, a situation for which Siegel and Howell (1992) tabulate the 
formula: 

a(ta. 1 
F d l - h  - -  - -  (9) 

Thus the method of Sparrow and Cess would give 

Fall,-2 = -- tan -1 COS Oi 
7r x/~5_ 1 

+-Tr t a n - l ~ _ l  c o s 0 j + ~ c o s 0 k  (10) 

an answer decidedly different from Eq. (8).  The veracity of 
Eq. (8) is checked by the fact that is identical to the formula 
derived by using first principle arguments by Feingold and 
Gupta (1970), who used the artifice of differentiating the 
configuration factor from a sphere to a circle. It is also the 
formula given in Modest's (1993) configuration factor cat- 
alogue. 

Equation (7) can be applied to cases where A2 is a rectangle, 
a regular polygon with an even number of sides, an ellipse, an 
oblate or prolate ellipsoid, a pyramid, or a symmetrically placed 
cylinder with its axis along either the x or y axis. In addition it 
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applies to any solid of revolution about the k axis, including rings, 
toruses, cones, cylinders, paraboloids, hyperboloids, etc. The 
only restriction on Eq. (7) (aside from the necessary symmetry) 
is that the plane of dA~n must not cut As. 

Case 2:A2 Lies Symmetrically About One Coordinate Plane 
and Totally on One Side of Two Others. If A2 is symmetric 
about the zy plane and lies completely on one side of the xy and 
xz planes (say the sides having z ~ 0 and y ~ 0), then Fed.+)-2 
= F(dlt-)-2 and F(dU-)-2 = F(dlk-)-2 = 0, SO Eq. (6) becomes, 
for this case, 

F,n,-s = F(dU+)-s COS 0/ -F F(dlk+)-2 COS 0/~ ( 1 1 ) 

As a specific example of this case, consider the Situation where 
As is a circle parallel to the xy plane, having radius r and center 
at (0, a,  h), as shown in Fig. 3(a) .  In this situation Fcav+)_z and 
F{d~,+)-s are functions of r,  a, and h tabulated by Seigel and 
Howell (1992) for example. Thus Fa~,-z can be determined from 
Eq. ( I 1 ), yielding, finally 

1{ , 
Fain_ z = ~ (COS 0, - HCOS 0/) + ~ (HZcos  0j) 

- ( 1  + H  = + R  2) cos0,}  (12) 

where H = h/a, R = r/a, Z = 1 + H 2 + R 2, and P = 

~ " _  4R 2. 
As a further specific example of this case, consider the situa- 

tion where As is a hemisphere of radius r with its base on the zx 
plane, and its center at (0, 0, h),  with h > r. Applying the 
tabulated formula (Seigel and Howell, 1992) for FCdlj+)-z, and 
noting that Fal,+-= = ½ (r/h) 2, we obtain from Eq. (11 ), 

Fal,-2 = ~ i  cos 0, + --lr tan-J ~ / ~ - - 1  (13) 

where H = h/r. 

Case 3:A2 Lies on One Side of All Three Coordinate 
Planes. A third special case of interest arises when A2 does not 
intersect any of the coordinate planes (although it may touch 
these planes). This is the case originally treated by Sparrow 

(1963), and the results presented for this case are identical to 
those obtained using Sparrow's method. Suppose A2 lies totally 
in the first octant (the region having x > 0, y > 0, and z > 0). 
In this case F(alm-)-2 = 0 for m = i , j ,  and k. So Eq. (6) becomes 

Fdln-2 = F(dli+)-2 COS 0 i 

+ F<dtj+)-2 COS 0j + F(di,+)-2 COS 0, (14) 

As a specific example, consider the case where A2 is a rectangle 
with edges along both the xy and yz planes (Fig. 3b). Configu- 
ration factors F(dli+)-2, FfdU+)-2 and F(dt,+)-2 are all tabulated 
function of the various dimensions (Seigel and Howell, 1992), 
so Fd~,-2 can be determined from Eq. (14), yielding, after some 
simplification: 

Fdt , -2=2~[( tan- tcb- )cosO,+( tan- tca- )cosOj  

a cos/9, - c cos Oi b 
+ tan - 1 

2 s 

b c ° s O * - c c ° s O J t a n - ' ~ _ + ~ }  (15) 
+ b ~ + c  2 

Dimensions a, b, and c are defined in Fig. 3(b) .  Using Eq. (15) 
and flux algebra, one can find Fdl,-2 for any rectangular A2 re- 
gardless of its position, provided only that As does not pass 
through the plane of dA~. 

Alternate Derivation of the Superposition Rule 

The radiant flux vector and contour integration are advanced 
topics in the study of radiation heat transfer, while the configu- 
ration factor is an introductory one. From a heuristic point of 
view, therefore, it would be better if the superposition rule could 
he developed without reference to either, so that students can 
start to use it without studying advanced topics. Presented in this 
section is a derivation of Eq. (5) that does not make reference to 
the radiant flux vector. Let ~t (r~) be the angle between ~h and 
the vector F joining dAj to dA2. Then 

cos qot(rh) = th.~/r (16) 

where r = IFI. 

n 

In 

J 
x 

L b 7 

c 

' y 

244  / Vol. 

(o) (b) 
Fig. 3 Plot defining quantities In ¢onfiguration factor Eqs. (12) and (15), derived using the superposition rule 
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So, specializing to the case where rfi = ~: 

cos 2cos ,(a)da _ff  (~'tZ) costP2dA 2 (17) 
2 "fir2 2 7rr3 

Substituting ~'FF = cos 0i ~.F + cos 0j~.FF + cos 0k [ ' F ,  
then substituting Eq. (16) with r~ = ~, ~, and [ in turn, and then 
simplifying gives 

f f A  c°s~I(n) c°s~2dA2 
2 7rr2 

= ~ cos Om f fA cos Cpl(rh)cos w2dA2 (18) 
m f i , j , k  2 ~'r2 

At this point it is useful, for general vector r~, to consider how 
the plane through dA~ perpendicular to ~ cuts A2 into two parts: 
a part Aim- seen by dim- but not seen by dim+, and a part 
A2m- seen by dlm+ but not seen by dlm-.  (One of A2,~- and 
A~+ may be zero.) We can then write Eq. (18) as 

ffa COS ~0' (t~) COS (p2dA2 COS tpt ( n )  cos tpEdA2 + 

21,~- 71r2 2 . -  7rr2 

COS ~Ol ( m )  cos ~02dA2 

m=i , j , k  2m+ ~r2 

f f A  COS tPl ( th)  COS ~°dA2 ~ 
-t- 2,- 7rr2 j (19 )  

Now 

f fA cos ~o~ (rh) cos cp2 dA2 F(dlm+ )-2 (2O) 
2ra+ 7/'/ '2 

and, since cpl(-~h) = rr - ~pl(r~), 

ffAcos~o,(~)cos~2dA2 
2,~- ~r2 

f fA cos qol(-m) cos qo2dA2 
= - -  2~- 7rr2 = -- F(dlnn-)-2 (21) 

So Eq. (5) follows directly by applying Eqs. (20) and (21) for 

rh = i', f ,  k, a n d / / i n  turn, and then substituting for the integrals 
in Eq. (19).  

Conclusions 
The configuration factor from an infinitesimal area to a finite 

area is subject to a superposition rule, the use of which can pro- 
vide some simplification to configuration factor evaluation. The 
rule expresses the configuration factor from an arbitrarily ori- 
ented infinitesimal area in terms of a weighted sum (Eq. (5))  of 
the configuration factors from six other infinitesimal areas, many 
of which can be readily evaluated from symmetry or other ar- 
guments, or are tabulated. In its most useful form (Eq. (6) ) ,  the 
rule requires that the infinitesimal area view the finite area en- 
tirely (i.e., that none of the latter lies behind the former). The 
rule is derivable from the vector property of the radiant flux vec- 
tor as well as from contour integration. It can also be derived 
without reference to either. 
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Saturated Flow Boiling Heat Transfer 
in Internally Spirally Knurled/Integral 
Finned Tubes 

Mao-Yu Wen ~ and Shou-Shing Hsieh 2 

Nomenclature 
A = heat transfer area = 7rD, L 
C = oil concentration, kg oil/kg mixture 

Dr = mean diameter defined as the inside diameter of a 
smooth round tube that has a flow cross-sectional area 
equal to the augmented tubes 

G = mass flux 
h = local wall heat transfer coefficient, Eq. (2) 

= averaged local heat transfer coefficient, Eq. (3) 
k = thermal conductivity 
L = length of test tube 
P = pressure 
P = average pressure over the test section = (P~, + Pout)/ 

2 
qw = wall heat flux based on primary heat transfer surface 

including roughened surface area 
T = temperature 

T,,at = saturated temperature at the average pressure over the 
test section 

T~7 = average temperature for the inner surface of the tube 
= T~ + qwD,[ln (DolD,)12k] 

X = quality 
= quality averaged over the test section 

0 = enhancement performance ratio, Eq. (4) 

Subscripts 
a = augmented tube with pure refrigerant 

a t ~_ 

i =  
in w = 

0 
S 

S p 
sat 
TP 
wi 

Wo 

augmented tube with refrigerant-oil mixture 
inside diameter 
inlet of the heated water 

= outside diameter 
= smooth tube with pure refrigerant 
= smooth tube with refrigerant-oil mixture 
= saturated 
= two-phase 
= inner wall 
= outer wall 

1 Introduction 
Various techniques have been investigated during the past few 

decades for augmenting two-phase heat transfer in refrigeration 
and air-conditioning systems (see Bergles et al., 1981), Inter- 
nally spirally knurled, integral finned tubes (shown in Table 1 ) 
are quite effective in enhancing the flow boiling heat transfer due 
to their excellent thermal-hydraulic performance. However, boil- 
ing heat transfer within such tubes has not been widely studied 
and few papers have been published. Of particular concern in this 
note is evaporation heat transfer of refrigerants R-114, R-22, and 
R-134a during flow boiling on horizontal tubes. 

Graduate student, Department of Mechanical Engineering, National Sun Yat- 
Sen University, Kaohsiung, Taiwan 80424. 

2 Professor and Chairman, Department of Mechanical Engineering, National Sun 
Yat-Sen University, Kaohsiung, Taiwan 80424; Mem. ASME. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF ME- 
CHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division Septem- 
ber 1993; revision received March 1994. Keywords: Augmentation and Enhance- 
ment, Boiling, Forced Convection, Associate Technical Editor: L. C. Witte. 

Journal of Heat Transfer FEBRUARY 1995, Vol. 117 / 245 

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



So, specializing to the case where rfi = ~: 

cos 2cos ,(a)da _ff  (~'tZ) costP2dA 2 (17) 
2 "fir2 2 7rr3 

Substituting ~'FF = cos 0i ~.F + cos 0j~.FF + cos 0k [ ' F ,  
then substituting Eq. (16) with r~ = ~, ~, and [ in turn, and then 
simplifying gives 

f f A  c°s~I(n) c°s~2dA2 
2 7rr2 

= ~ cos Om f fA cos Cpl(rh)cos w2dA2 (18) 
m f i , j , k  2 ~'r2 

At this point it is useful, for general vector r~, to consider how 
the plane through dA~ perpendicular to ~ cuts A2 into two parts: 
a part Aim- seen by dim- but not seen by dim+, and a part 
A2m- seen by dlm+ but not seen by dlm-.  (One of A2,~- and 
A~+ may be zero.) We can then write Eq. (18) as 

ffa COS ~0' (t~) COS (p2dA2 COS tpt ( n )  cos tpEdA2 + 

21,~- 71r2 2 . -  7rr2 

COS ~Ol ( m )  cos ~02dA2 

m=i , j , k  2m+ ~r2 

f f A  COS tPl ( th)  COS ~°dA2 ~ 
-t- 2,- 7rr2 j (19 )  

Now 

f fA cos ~o~ (rh) cos cp2 dA2 F(dlm+ )-2 (2O) 
2ra+ 7/'/ '2 

and, since cpl(-~h) = rr - ~pl(r~), 

ffAcos~o,(~)cos~2dA2 
2,~- ~r2 

f fA cos qol(-m) cos qo2dA2 
= - -  2~- 7rr2 = -- F(dlnn-)-2 (21) 

So Eq. (5) follows directly by applying Eqs. (20) and (21) for 

rh = i', f ,  k, a n d / / i n  turn, and then substituting for the integrals 
in Eq. (19).  

Conclusions 
The configuration factor from an infinitesimal area to a finite 

area is subject to a superposition rule, the use of which can pro- 
vide some simplification to configuration factor evaluation. The 
rule expresses the configuration factor from an arbitrarily ori- 
ented infinitesimal area in terms of a weighted sum (Eq. (5))  of 
the configuration factors from six other infinitesimal areas, many 
of which can be readily evaluated from symmetry or other ar- 
guments, or are tabulated. In its most useful form (Eq. (6) ) ,  the 
rule requires that the infinitesimal area view the finite area en- 
tirely (i.e., that none of the latter lies behind the former). The 
rule is derivable from the vector property of the radiant flux vec- 
tor as well as from contour integration. It can also be derived 
without reference to either. 
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Saturated Flow Boiling Heat Transfer 
in Internally Spirally Knurled/Integral 
Finned Tubes 
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Nomenclature 
A = heat transfer area = 7rD, L 
C = oil concentration, kg oil/kg mixture 

Dr = mean diameter defined as the inside diameter of a 
smooth round tube that has a flow cross-sectional area 
equal to the augmented tubes 

G = mass flux 
h = local wall heat transfer coefficient, Eq. (2) 

= averaged local heat transfer coefficient, Eq. (3) 
k = thermal conductivity 
L = length of test tube 
P = pressure 
P = average pressure over the test section = (P~, + Pout)/ 

2 
qw = wall heat flux based on primary heat transfer surface 

including roughened surface area 
T = temperature 

T,,at = saturated temperature at the average pressure over the 
test section 

T~7 = average temperature for the inner surface of the tube 
= T~ + qwD,[ln (DolD,)12k] 

X = quality 
= quality averaged over the test section 

0 = enhancement performance ratio, Eq. (4) 

Subscripts 
a = augmented tube with pure refrigerant 

a t ~_ 

i =  
in w = 

0 
S 

S p 
sat 
TP 
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augmented tube with refrigerant-oil mixture 
inside diameter 
inlet of the heated water 

= outside diameter 
= smooth tube with pure refrigerant 
= smooth tube with refrigerant-oil mixture 
= saturated 
= two-phase 
= inner wall 
= outer wall 

1 Introduction 
Various techniques have been investigated during the past few 

decades for augmenting two-phase heat transfer in refrigeration 
and air-conditioning systems (see Bergles et al., 1981), Inter- 
nally spirally knurled, integral finned tubes (shown in Table 1 ) 
are quite effective in enhancing the flow boiling heat transfer due 
to their excellent thermal-hydraulic performance. However, boil- 
ing heat transfer within such tubes has not been widely studied 
and few papers have been published. Of particular concern in this 
note is evaporation heat transfer of refrigerants R-114, R-22, and 
R-134a during flow boiling on horizontal tubes. 
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Table 1 Tube characteristics 

Tube configurations 

Smooth tube 

© 
Internally spirally 
knurled tubes 

® ®  
(tube with 5.leg (tube with 10-1~ 
aluminum insert~ aluminum insert 

Internally integral 
finned tube 

© 
(corrugated tube) 

Tube No. 1 2 3 

Nominal tube O.D., cm 1.6 1.6 1.6 

Nominal tube I.D., em 1.4 1.4 1.4 

2 660 667 674 Nominal heat transfer area, em 

Nominal flow area, em 2 

Helix angle, degrees 

Insert thickness/fin height (e), mm 

Tube pitch, mm 

6.16 5.81 I 5,60 
r 

I " 

1.0 0.8 

4 5 

1.6 1.6 

1.4 1.4 

707 772 
! 

7.07 6.17 

3@ i 760 

0.7 I 0.38 

2.6 [ 1.2 

Tetrafluoroethane (R-134a) has been suggested as a substitute 
for R-12, which is thought to contribute to ozone depletion. Thus, 
R-134a was chosen as one of the working fluids in this study. 
Moreover, in refrigerators with oil-filled compressors, some of 
the oil is entrained with the refrigerant vapor, so that the fluid 
that boils in the evaporator is not pure refrigerant, but a refrig- 
erant-oil mixture. The literature dealing with the effect of oil 
content on flow boiling of refrigerants is quite limited. Further- 
more, no studies were found dealing with refrigerant (R-134a) - 
oil (RS 68S refrigeration lubricant) in augmented tubes. Such a 
study is one of the objectives of this study. 

In this note, the results of experiments for saturated flow boil- 
ing of R-114, R-22, and R-134a in a water-heated, horizontal 
heat exchanger with internally spirally knurled/or integral finned 
tubes are described. Tests were performed with G up to 430 kg/ 
(m z s), averaged qw from the heated water up to 30 kW/m 2, oil 
concentration, C, of 0-5.4 percent. To meet the capacity of the 
present thermostat that controlled the heated water to evaporate 
the refrigerants, a specific mean pressure of 2.23 kg/cm 2 for R- 
114, 6.02 kg/cm z for R-22, and 4.08 kg/cm 2 for R-134a was 
chosen. The ranges of experiments for the calculated values in 
the X, hre, and enhancement performance ratio, ( h J h O / ( A P , /  
AP,), were 0.05-0.93, 0.19-9.5 × 103 W/m2K, and 0.45-1.43, 
respectively. 

2 Experimental Apparatus and Instrumentation 
The test setup consists primarily of a standard refrigeration 

cycle. The test section is made of a conventional double-pipe 
heat exchanger. The size and geometry for a series of copper test 
tubes (k = 111 W/m K) were given in Table 1. Bulk fluid tem- 
peratures at the inlet and exit of the test section were measured 
with 40 gage Cu-Cn  thermocouples located at midstream. The 
inlet and outlet pressures were measured with a calibrated pres- 
sure gage. Intermediate bulk fluid temperatures were measured 
at 20 cm intervals along the tube. The refrigerant flow rate was 
measured by a rotameter located between the condenser and oi l -  
gas separator. Thermocouples measured wall temperature at 28 
locations along the test section. These thermocouples were care- 
fully buried into the outside wall of the inner tube. Moreover, 
thermocouples measured the heated water and refrigerant along 
the test section at 36 locations and 45-54 locations, respectively. 
Further information about the experimental apparatus and instru- 
mentation is available from Wen and Hsieh (1994). 

For each test run, seven axial h's were calculated on the basis 
of Ts,t, qw, and T~i. Four therrnocouples were mounted just down- 
stream of each pressure tap; hence, the readings were averaged 
a s  

T~ = (Ttop + 2Tm~d + Thor)~4 (1) 

The qw and T~7 can be obtained by the general calculations. The 
peripherally local h was then calculated as: 

hre = qw/(Twt - Ts,,) (2) 

When h was calculated for roughened tubes, the qw in Eq. (2) 
was based on primary heat transfer surface and roughened sur- 
face (see Table 1 ). The details of the calculation procedure for 
h can be seen in Hsieh and Wen (1995). The -hre was determined 
by the following formula: 

-hr, = qwl ( T7 - :F.,,t) (3) 

The active heating length L in the test section is 1.5 m. G was 
also based on the cross-sectional area calculated from D,. Qual- 
ities at each axial location were calculated from inlet conditions 
and energy balances along the tube length. Pressure drop, AP, 
data were measured over a length of 0.21 m for the test section 
( 1.5 m). The mass fraction of oil in the refrigerant is determined 
by the ratio between the weight of oil and refrigerant-oil mix- 
ture. An uncertainty analysis was made to consider the error 
caused by the interpolation procedure of the meas_uringin- 
struments. The estimated uncertainties in G, qw, x,  P,  C, hre, 
and ( h , / h D / ( A P J A P D  are +4.2, +4.4, _+4.9, _+4.1, _+0.1, 
_+6.3, and -+8.2 percent, respectively. 

3 Results and Discussion 
The h's for the single-phase liquid flow about the smooth tube 

were in good agreement with the Dittus-Boelter (1930) corre- 
lation, and the h's in tube Nos. 2, 3, 4, and 5 were higher than 
that for the smooth tube by about 40, 70, 55, and 65 percent, 
respectively. 

Averaged enhancement factors (hre.~/hre.~) were calculated by 
forming ratios of experimentally measured h's for the augmented 
tube and a smooth tube at the same conditions. Figure 1 exhibits 
the effects of G on the factor (hrp.,/hrp.~) for two different qw. 
The ratios decrease rapidly with increasing G in the range 42 to 
150 kg/m2s at a lower heat flux level. When G is higher than 
250 kg/m2s, the ratios are generally much smaller, and both the 
differences between the augmentated tubes and between the flu- 
ids are not notable. However, it suggests that the lower G has a 
higher enhancement factor. This is because the two-phase flow 
regime is wavy at a lower G for the smooth tube and, conse- 
quently, the top of the tube should be dry, which causes hrp.~, to 
be extremely low. Moreover, at a lower G, due to an aluminum 
insert inside the spirally knurled tubes, the heat flux from the 
heated water would rapidly redistribute itself. But, under the 
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Fig. 1 Ratios of the averaged heat transfer coefficient in the augmented 
tubes to the smooth tube v e r s u s  m a s s  flow rate at two different heat 
f l u x e s  

function of G as the increase in h appears fairly uniform at G < 
150 kg/m2s. At higher G, an annular liquid film is formed over 
the tube perimeter; this increases h. It is also seen that the effect 
of oil on hre is very dependent on C at G > 150 kg/m2s. Below 
1.0 percent oil, hre is very close to that with pure refrigerant, but 
with a slight tendency toward enhancement. At higher C, there 
is a degradation of qw by as much as 20 percent when compared 
to the pure refrigerant case. This is because when the oil con- 
centration is increased, the oil formed a film on the heat transfer 
surface, which resulted in a diffusion resistance. It reduced the 
bubble growth raLe, and resulted in a lower h. Additionally, the 
specific heat of R-134a/RL 68S mixture is higher than the pure 
R-134a and, consequently, the boiling point of the mixture is 
increased. This caused a large increase in the wall superheat and 
results in a decrease of h. 

The effects of C on 0~,w are presented in Fig. 4. It shows 0o,w 
versus G for various C at 3 and 30 kW/m 2 in two tube geome- 
tries. The O,n for no oil is also included for comparison. For both 
tubes, the values of 0,,/,., with oil are generally less than 0,/.,, 
indicating that overall performance is degraded with the addition 
of oil. The tube shear stress is increased by the high viscosity 
oil, which increased AP, but decreased h. However, the increase 
of AP caused by the oil film is higher than the decrease of h for 
the present study. This is because O,,n, is degraded with the ad- 
dition of oil. The trend in 0~,/,, is downward with increasing G, 
but all curves are relatively fiat at C of 2.5-5.0 percent, Tube 
No. 2 is superior to that of No. 4 in overall performance. This 
may be due to the radial spines that separate the tube into five 
compartments. The radial spines increased the surface area by 
about 100 percent and created more nucleation sites for evapo- 
ration. It was also found that tube No. 2 has a performance ad- 
vantage relative to the smooth tube at G < 125 kg/m2s. At G < 

same condition, the internally integral finned tubes supplied cap- 
illary pumping phenomenon at the top. This caused the tube wall 
to be wetted intermittently. Therefore, the hrj, o's are significantly 
improved; In addition, at the higher G, an annular liquid film is 
formed over the tube perimeter in the present tubes and, conse- 
quently, the h's are increased in both the smooth and augmented 
tubes. The h's in the augmented tubes are higher than those in 
the smooth tube also at higher G, but the differences are much 
smaller than those at the lower G stated above. This results in 
the higher factor (hre.,/hrp,~) at the lower G. 

The effects of qw and AP can be combined into one parameter 
called the enhancement performance ratio, 0~/,, which has been 
chosen for performance comparisons (Azer et al., 1980; Reid et 
al., 1987). The ratio is: 

hrp,./ hrp,s 
On#, - - -  (4) 

A P . I A P ~  

Figure 2 shows 0an versus G. It is clear that the qw enhancement 
was significantly higher than the AxP increase (O,/.,. > 1 ) at G < 
100 kg/m2s. At G > 100 kg/m2s, the O,/~ was below 1.0. Com- 
paring Fig. 2 with Fig. 1_, it is observed that all curves shift 
downward, that is O~/s < hre.,Ihre.~. This behavior is consistent 
with a general AP increase in augmented tubes relative to smooth 
tubes. The internally spirally knurled tubes (tube No. 1 and No. 
3) and integral finned tubes (tube No, 4 and No. 5 ) show quite 
similar heat transfer performance, but the overall performance of 
the tube No. 2 and No. 4 is superior to tube No. 3 and No. 5, 
respectively, because of their lower AP. 

No studies were found that used R-134a with RL 68S mineral 
oil, so comparisons were not possible. Figure 3 (a, b) show the 
heat transfer results for evaporation of a R- 134a/RL 68S for both 
tube Nos. 2 and 4, respectively. For comparison, the pure R-134a 
data shown earlier are also included. It is found that q~ increased 
with increasing G. The effect of oil does not appear to be a strong 
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Fig. 2 Enhancement performance ra t io ,  G.~=, versus mass flow rate at 
two different heat fluxes 
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Fig. 3 Evaporation heat transfer coefficient versus mass flow rate with 
mixture of R-1134a plus RL68S oil 

higher  than those for R-114 and R-134a. Tubes with lower  pres-  
sure drop (Nos .  2 and 4)  are superior  in overall  pe r formance  to 
those with h igher  pressure  drop (Nos.  4 and 5)  even  though their 
heat  t ransfer  pe r fo rmance  is similar. The  enhancemen t  perfor-  
mance  ratio decreases  with an increase in oil concentrat ion.  The 
heat  transfer pe r fo rmance  with an R - 1 3 4 a / R L  68S mixture  have 
the same trend as that o f  the pure refr igerant  but  the magni tude  
o f  the effect  is different .  In general ,  oil content  decreases  the heat  
t ransfer  and increases  the pressure  drop for the cases  studied.  
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Fig. 4 Effects of oil content on the enhancement performance ratio, 
O=,/a,, in two tube geometries for different oil concentration 
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N o m e n c l a t u r e  

D = internal d iameter  o f  test section,  m m  
G = mass  veloci ty o f  coolant ,  M g / m 2 s  
L = heated length o f  test section, m m  
P = nominal  pressure  o f  coolant ,  M P a  

rn, = coeff icient  o f  Eq. (1 )  
m2 = coeff icient  o f  Eq. ( 3 )  

a = coeff icient  o f  Eq. ( 3 )  
Ahj  = inlet subcooled  enthalpy o f  coolant ,  M J / M g  
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Table 1 Experimental values selected for analysis 

Coolant P, MPa Number of values selected 

Freon- 12 1.069 391 
Water 6.895 272 
Water 13.790 252 

X = latent heat of evaporation, MJ/Mg 
~b = CHF, MW/m 2 

~b0 = CHF when Ahi = 0, MW/m 2 
~bc/~b~ = calculated-to-experimental CHF ratio 

Introduction 
In 1968 the author commenced a study of CHF correlations 

for uniformly heated round tubes with Freon-12 and water cool- 
ing. Use was made of experimental data from two sources: Ste- 
vens et al. (1964) giving the results of some 780 experiments 
with Freon-12 at 1.069 MPa, and Thompson and Macbeth (1964) 
giving the results of some 4400 experiments with water ranging 
from atmospheric pressure to 19.0 MPa. Values were selected to 
give more manageable proportions, while maintaining as bal- 
anced a representation as possible, as indicated in Table 1. 

The Freon-12 values were given the closest attention, as they 
provided the best coverage of the many possible combinations 
of the variables, and also appeared to offer the best hope of an 
accurate correlation. 

Several promising forms of equation were optimized and 
tested in turn, but with limited success. Considerable improve- 
ments in accuracy were found to be possible, but only by increas- 
ing the number and complexity of the terms. It was hoped that 
this procedure would enable key terms to be identified, and so 
lead to the elimination of any redundant terms without reducing 
the accuracy. This did not eventuate; instead all attempts to elim- 
inate "unconvincing" terms resulted in sacrificing most of the 
accuracy gained by their inclusion. Furthermore no discernible 
pattern could be found in the coefficients of any of the equations 
for the three coolants. Thus the equations were no better in this 
regard than those given by Thompson and Macbeth (1964), who 
encountered the same obstacle. During the study a strong suspi- 
cion developed that the computer was merely doing its best to 
substitute the more complex equations for the heat balance equa- 
tion; if so it would be contributing nothing to the CHF correla- 
tion. 

All the equations in the original study were in the form of the 
sum of two main terms. The first term, 4,0, was a function of all 
the main variables except Ahi, while the second term included 
Ahi. Both linear and nonlinear relationships between ~b and Ahi  
were considered. Initially the two main terms were analyzed sep- 
arately to establish trends, but thereafter they were optimized 
together. 

Interest in the problem was renewed in 1991, when a strong 
case was found for analyzing and optimizing the two terms sep- 
arately. This led to the present study, which is based almost en- 
tirely on the original data, but is limited to a linear relationship 
between ~b and Ahi. Even so it led to a reasonably accurate cor- 
relation (Eq. (4)),  which was optimized separately for each of 
the three coolants. In the case of the Freon-12 coolant it was 
possible to improve the accuracy further (Eq. (5)). This was not 
possible with water cooling because of the limitations of the se- 
lected experimental data. 

Considerations Leading to Present Study 
The study was resumed after considering the possibility that 

the coolant in an annular section adjacent to the wall reaches or 
closely approaches a quality of 1.0 at the dryout point. If so the 

way would be opened for an alternative mathematical represen- 
tation of the problem, based on heat balance equations. In such 
an analysis two distinct lengths of the test section would have to 
be taken into account. Over the first length, where the bulk cool- 
ant is subcooled, heat is transferred to the central section by mix- 
ing. If vapor is present some or all will condense in contact with 
subcooled liquid. Over the second length, where the bulk coolant 
is at saturation temperature, heat is transferred by mixing but 
without condensation. The two mixing regimes are also relevant 
to the equations associated with the original study, and indicate 
a need for an appropriate reappraisal. 

Development of Preliminary Equation 
This equation is based on the general (but not universal) linear 

equation 

= qbo + m l A h i  (1) 

The existence of the two regimes adds weight to this form of 
equation, if not to its linearity. 

A detailed check was first carried out on the selected data for 
the linearity of this relationship, and it was found to be suffi- 
ciently consistent and widespread to justify proceeding further 
on this basis. Optimum values of fro and m~ were next determined 
by linear regression for each grouping, with a view to evaluating 
their dependence on the main variables. It was found that m~ is 
closely proportional to ( G D / L )  213 . The optimized value of the 
index was 0.66 for Freon-12 and 0.73 for water, but 2/3 was 
adopted for both. The optimized equation for Freon-12 is 

mj = O . 0 2 6 6 ( G D / L )  213 (2) 

It was immediately apparent that ~bo does not depend directly 
on G D / L .  Instead it is strongly dependent on G for the larger 
values of L / D  but is virtually independent of G for the smaller 
values of L / D ,  suggesting an equation of the form 

Cbo = m2G '~ (3 )  

where m2 and o~ are functions of D and L to be determined. 
It was found that o~ is directly proportional to L / D .  The opti- 

mized value for Freon-12 is 0.00146, and for the three coolants 
combined is 0.00157. The latter value was adopted for the rest 
of the study. It was also found that m2 is closely proportional to 
( D / L )  =lz, the optimized value of the index for Freon-12 being 
0.49. 

Combining the two optimized terms, the preliminary equation 
for Freon-12 at 1.069 MPa becomes 

qb = O.O0949k( O.737G)°'°°157Lm ( D / L  ) l/2 

+ O . 0 2 6 6 ( G D / L ) 2 / 3 A h i  (4) 

The first coefficient of each term was calculated along the same 
lines for each of the two water pressures. The three pairs of op- 
timized coefficients are given in Table 2. 

The accuracy of Eq. (4) was next investigated by calculating 
~b and ~b~/qbe for each case, using the appropriate coefficients for 
each coolant. The general accuracy left much to be desired, as 
may be seen from Table 3. 

Table 2 Coefficients of Eq. (4) 

Coefficient of 

Pressure, k, First Second 
Coolant MPa MJ/Mg term term 

Freon- 12 1.069 125.6 0.00949 0.0266 
Water 6.895 1512.8 0.01274 0.0333 
Water 13.790 1080.7 0.01003 0.0355 
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Table 3 General accuracy of Eq. (4) D: 5.2-16.0 

Percentage of values of ~bc/tho within range for 
Range of 
values of Freon- 12 Water Water 

~c/qb~ 1.069 MPa 6.895 MPa 13.790 MPa 

0.95-1.05 43 19 12 
0.90-1.10 77 36 24 
0.85-1.15 88 51 38 
0.80-1.20 95 63 50 

On inspection of the values of ~b,/~b~ of each group, 66 percent 
were found to be virtually independent of Ahi for Freon-12, but 
only 34 percent for water. Thus the Freon-12 results offered the 
best prospect of a significant improvement to Eq. (4). The water 
results were not analyzed further. 

Development of Improved Equation for Freon.12 at 
1.069 MPa 

The average value of qbc/the was calculated for each group and 
the results were plotted. Three trends were apparent: a marked 
separation between the largest and smallest diameters, a dramatic 
increase in ~bc/the as G falls below 0.4, and a reversal (increase) 
as L falls below 500. For values of G greater than 0.4 it was 
found that ~bc/fie could be represented by a family of parallel 
straight lines of slope 0.0143G. 

Experimental results with values of G less than 0.4 and L less 
than 500 were therefore excluded from the rest of the study, and 
the points at which the parallel lines met the origin were ana- 
lyzed, leading to the equation 

O.O131k(O.737G)O.OOi57L/D(D/L) w2 

4, = D °'~ + 0.0000272L + 0.0143G 

+ O.0266(GD/L)2/3Ahi (5) 

The general accuracy has been improved, as evidenced by the 
values of ~b,./~be: 31 percent in the range 0.98-1.02, 68 percent 
in the range 0.95-1.05, and 95 percent in the range 0.90-1.10. 
The errors are not equally distributed about the zero point (Fig. 
1 ), the average value being 1.5 percent. The standard deviation 
is 5.4 percent. 

A similar form of denominator was optimized for the second 
term, but it made virtually no difference to the calculated values 
of 4,. Thus with Eq. (5) the study has been taken as far as it can 
on the basis of a linear relationship between 4, and Ahi. 

Comparison With Other Correlations 4o 

Bertoletti et al. (1964) report on an equation that has been 
applied to 368 cases taken from Stevens et al. (1964). It gave 
96 percent in the range 0.85-1.15, compared with 95 percent in 

30 the range 0.90-1.10 for Eq. (5) with 292 cases, of which 281 o 
were taken from Stevens et al. 

Katto (1978) has considered four characteristic regimes of 
CHF, and has developed dimensionless equations for each re- z 20 
gime with various coolants and pressures, including the experi- 
mental values of Stevens et al. (1964). The general accuracy is 
comparable with that of Bertoletti et al. (1964). 

All the equations examined have one significant feature in 10 
common. In each term containing G the index is a constant, in 
contrast to a variable index of G in the first term of Eq. (5). 

Discussion 
In developing Eq. (5), use was made of experimental results 

over the following ranges: 

G: 0.4-14.5 

L: 500-3556 

Ahi: 0.0-33.6. 

Although it would have been desirable to optimize the coef- 
ficients with more evenly balanced combinations of these vari- 
ables, the indications are that much of the residual inaccuracy is 
attributable to the nonlinear relationship between 4, and Ahi. 

The experimental results of Katto and Yokoya (1987) provide 
an extensive coverage of both positive and negative values of 
Ahi. Their results indicate a marked nonlinear relationship when 
Ahi is negative, and some of the smaller positive values are af- 
fected similarly. In contrast a strong linear relationship holds for 
the larger positive values. 

Before attempting to adapt the second term of Eq. (5) to a 
nonlinear relationship, it would be desirable to segregate all 
the results exhibiting a linear relationship, and use them to re- 
optimize the coefficients. It might also be worthwhile trying 
out alternative forms of the denominator of the first term of 
Eq. (5). 

Meanwhile, from the similar values of the coefficients in 
Table 2, the general form of Eq. (5) may be applicable to other 
coolants and pressures, provided the coefficients are re-opti- 
mized for groups of data each with the one coolant at the one 
pressure. 

Separate studies would be required for the data with values of 
G less than 0.4, and with values of L less than 500. At the very 
least these studies would involve changing the denominator of 
the first term of Eq. (5). 

In the original study the coefficients were all optimized to- 
gether, giving much the same accuracy over the full range of 
variables, including the smallest values of G and L. This is a 
strong indication that the computer had come up with an approx- 
imate numerical substitute for the heat balance equation. 

Although the accuracy of Eq. (5) is equal to or somewhat 
better than for the other equations examined, the key difference 
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is analytical and lies in the variable index of G in the first term 
of Eq. (5).  
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